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QUEUEING SYSTEMS WITH MANY SERVERS: NULL
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A queueing model has J > 2 heterogeneous service stations, each
consisting of many independent servers with identical capabilities.
Customers of I > 2 classes can be served at these stations at different
rates, that depend on both the class and the station. A system ad-
ministrator dynamically controls scheduling and routing. We study
this model in the central limit theorem (or heavy traffic) regime pro-
posed by Halfin and Whitt. We derive a diffusion model on R? with
a singular control term that describes the scaling limit of the queue-
ing model. The singular term may be used to constrain the diffusion
to lie in certain subsets of R’ at all times t > 0. We say that the
diffusion is null-controllable if it can be constrained to X_, the mini-
mal closed subset of R! containing all states of the prelimit queueing
model for which all queues are empty. We give sufficient conditions
for null controllability of the diffusion. Under these conditions we
also show that an analogous, asymptotic result holds for the queue-
ing model, by constructing control policies under which, for any given
0 <e<T < oo, all queues in the system are kept empty on the time
interval [e,T], with probability approaching one. This introduces a
new, unusual heavy traffic “behavior”: On one hand, the system is
critically loaded, in the sense that an increase in any of the external
arrival rates at the “fluid level” results with an overloaded system.
On the other hand, as far as queue lengths are concerned, the system
behaves as if it is underloaded.

1. Introduction. We consider a multiclass queueing model with hetero-
geneous service stations, each consisting of many independent servers with
identical capabilities. The servers offer service to different classes of cus-
tomers at rates that may depend on both the station and the class. A sys-
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tem administrator dynamically controls all scheduling and routing in the
system. The model is considered in the heavy traffic parametric regime,
first proposed by Halfin and Whitt [7], in which the number of servers at
each station and the arrival rates grow without bound, while keeping, in
an appropriate sense, a critically balanced system. Both the model and the
parametric regime have recently received much attention, especially in rela-
tion to large telephone call centers (see [6] and references therein).

When studying queueing models in heavy traffic, one considers a sequence
of models parametrized by n € N that, under a law of large numbers (LLN)
limit, give rise to a fluid model which is critically loaded. Typically, an
attempt is then made to prove that appropriately scaled fluctuations of the
queueing model about the fluid model converge to a diffusion. If, as in the
current setting, a control problem is associated to the queueing model, then
a similar approach gives rise to a controlled diffusion model. In this case, a
natural goal is to prove that, given a cost criterion, the (suitably scaled) value
of a control problem for the queueing model converges to one for the diffusion
model. Moreover, it is often the case that solving the diffusion model for
optimal controls helps understand how to construct control schemes for the
queueing model that are asymptotically optimal. A similar approach is taken
in the current paper. However, rather than a cost criterion, our formulation
will be concerned with a certain property observed for the diffusion model
and shown to be inherited, in an asymptotic sense, by the queueing model.
The property, which is unusual in heavy traffic formulations, will have to do
with the ability to maintain empty queues.

We let I denote the number of customer classes, and let X" (t), ¢t > 0,
denote an /-dimensional process for which the ith component X7*(¢) repre-
sents the total number of class-i customers in the system at time ¢, in the
nth system. The fluctuations alluded to above are denoted by X (t), t>0.
These fluctuations are scaled in such a way that X" gives rise, as weak lim-
its are taken formally, to a (controlled) diffusion process denoted by X (t),
t > 0. Moreover, one has that

I
X"(t)eX_ = {x eER':D "z < 0}

i=1
holds if and only if the total number of customers in the nth system at time
t is less than or equal to the total number of servers. Ideally, if one could
freely rearrange customers in the system without any constraints, it follows
that one could maintain empty queues whenever X" (t) € X_. We will thus
refer to X_ as the null domain. Although the queueing model considered
in this paper is subject to additional constraints (e.g., a station may offer
service to only some of the classes), the null domain will play the same role
in the asymptotic regime under consideration.
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An important feature of the controlled diffusion model derived in this
paper is that the stochastic differential equation describing it has a singular
control term, that is, a control process with sample paths that are locally of
bounded variation, the increments of which take values in a fixed cone C of
R!. The singular term may be used to constrain the diffusion to lie in certain
subsets of R at all times ¢ > 0. We say that the diffusion is null-controllable
if
(1) CNX% +g,

where X? denotes the interior of X_, because, under this condition, the
diffusion can be constrained to X_. Condition (1) will be given in explicit
form in terms of the model parameters [see (33)]. Our main result shows
that under (1) one can construct control policies for the queueing model
in such a way that, for every given 0 < ¢ < T < oo, all queues are kept
empty on the time interval [¢,T] with probability approaching 1, as n — co.
We will refer to such behavior as asymptotic null-controllability. We will, in
fact, consider two versions of the problem: One, referred to as preemptive
scheduling, in which service to a customer can be interrupted and resumed
at a later time (possibly in a different station). The other, referred to as non-
preemptive scheduling, where service to customers may not be interrupted
before service is completed. The treatment of the nonpreemptive case is
more complicated than that of the preemptive case. Thus, to keep the ex-
position simple, we have limited ourselves in the nonpreemptive case to the
simplest possible network structure where null-controllability can show up:
two customer classes and two service stations.

Our results on asymptotic null-controllability can be regarded as the
demonstration of a new, unusual heavy traffic behavior. On one hand, the
system is critically loaded. Indeed, as intuitively expected (and precisely
stated in Proposition 2.1), an increase in any of the external arrival rates
at the fluid level results with an overloaded system, in the sense that large
queues inevitably build up. On the other hand, the system behaves as if
it is underloaded as far as the capability of maintaining empty queues is
concerned.

Singular control arises in connection with queueing systems in heavy traf-
fic in many references. The singular term is often associated with positivity
or finite buffer constraints for the queue length process (see [9], Chapter 8,
for discussion and further references), with admission control (ibid.) or with
constraints on the so-called workload process to lie in a given cone [5]. The
source for the singular term in the current setting is, however, quite different,
and it has to do with the fact that a many-server limit is taken. To explain
this point, consider a network in which customers of classes, say, 1 and 2,
can be served at both station A and station B (these two classes and two
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stations could be a subset of a larger setup). Assume that the network op-
erates under preemptive scheduling. Suppose that at a certain moment one
selects, say, r class-1 customers that are in service at station A and r class-2
customers in station B and considers the option of interchanging their posi-
tion, so that the r class-1 (class-2) customers that were selected are moved
to station B (resp., A). Since the service rates may depend on both the class
and the station, the average rate at which components 1 and 2 of X" change
at that moment may be different depending on whether such an interchange
takes place or not. If the interchange is performed instantaneously, the rates
alluded to above will change abruptly. Moreover, since in both stations the
number of servers is assumed to be large, this effect can be amplified by
letting r be large. This, as scaling limit is taken, results with a control term
that can have arbitrarily large increments over a given time interval. An ap-
propriate formulation for such a controlled diffusion model will thus have a
singular control term. Next, let G denote the graph with classes and stations
as vertices, and with (i,7) pairs as edges if and only if station j can serve
class i. It is instructive to note that our explanation above relies on a certain
property of the graph G, namely, that it contains a cycle with vertices 1, 2,
A and B. Indeed, this is just another way of saying that customers of each
of the two classes can be served in both stations, as we have assumed. A
heuristic similar to the one described above will lead to a singular term in
the diffusion model whenever G contains cycles, whether with four vertices
or more. Thus, in general, cycles contained in G will play an important role
in the singular control formulation of the diffusion model.

Note that the phenomenon described above is indeed a result of the many
server setting, because it must be possible to ocasionally let the number r
referred to above take large values, and r is clearly limited by the number of
servers. In particular, this phenomenon is not seen in what is sometimes re-
ferred to as “conventional” heavy traffic, where diffusion limits are obtained
for systems with a fixed number of servers (and large service rates; cf. [11]).

Recall that the so-called fluid model describes the LLN limit of basic
quantities of the queueing model. One ingredient of the fluid model is a
(deterministic, constant) matrix denoted by £*. The entry §;; represents
the (large n limit) fraction of the number of servers in station j that serve
class-i customers. One refers to (i, ) pairs that are edges of G as activities,
and to activities (i,7) for which & >0 as basic activities. In particular,
the number of servers that are engaged in nonbasic activities (£7; =0) is of
order o(n) (where the total number of servers is proportional to n), in a
sense that can be made precise (see, e.g., Lemma 4.1). The policy that we
shall propose for the preemptive case will basically mimic the construction
of a constrained diffusion. Namely, a special rearrangement of customers in
the service stations will take place whenever the process X' reaches close to
the boundary of X_ (from the inside). In this rearrangement, the number
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of servers allocated to work in a certain nonbasic activity will be much
larger than the typical fluctuations of the process X™ [but still o(n)]. This
rearrangement will have an effect on the dynamics of X" that is a reminiscent
of that of a Skorohod mechanism [10] on a constrained diffusion. Namely,
it will constrain X" to X_ by making the term that, in the limit, shows
up as singular control, large. Because of (1), this can be performed in such
a way that the term points into the domain. Although this question is not
directly addressed in this paper, it is expected, in fact, that the restriction
to the time interval [e,T] of the processes X™ converge to a constrained
diffusion as n — oo. The picture is quite different in the nonpreemptive
setting. The arrangement of customers can only be controlled indirectly (via
routing decisions), and the constraining mechanism of the diffusion cannot
be faithfully mimicked. A convergence result as above is not to be expected;
in fact, the processes X™ that we construct in this case are not even tight.
The main idea behind the policy proposed in this case is to assure that a
relatively large portion of the servers are engaged in the nonbasic activity
at all times, rather than at times when the boundary is reached as in the
preemptive case.

We reiterate that it is the presence of cycles in G that induces a singular
control term in the diffusion. A model similar to the current one is studied
in [1] and [2] under structural assumptions that are complementary to those
of this paper, in the sense that the graph G is assumed there to be a tree.
Indeed, in these references the diffusion has no singular control term, and
a phenomenon as described in this paper does not occur. Finally, we would
like to mention that one can also consider a setting in which the diffusion
has a singular term as in the current paper, but null controllability does not
hold, and approach the model from a control theoretic viewpoint so as to
minimize costs of interest. This will be subject for future study.

The organization of the paper is as follows. Some notation is introduced
at the end on this section. In Section 2 we first introduce the model and de-
scribe how its parameters are rescaled. We then present the main step toward
the derivation of the diffusion model in Theorem 2.1, where a representation
of the prelimit queueing model is provided. The diffusion model, obtained
from this representation under the scaling limit, is stated in equations (30)—
(32). We then state that, under (1), the diffusion can be constrained to
X_ (Theorem 2.2), and provide the main results regarding asymptotic null-
controllability in the preemptive case (Theorem 2.3) and in the nonpreemp-
tive case (Theorem 2.4). At the end of Section 2 we give numerical examples,
and demonstrate that asymptotic null-controllability cannot be expected in
overloaded models (Proposition 2.1). Section 3 contains the proofs of The-
orems 2.2 and 2.3. The proof of Theorem 2.4 appears in Section 4. The
Appendix contains the proofs of Theorem 2.1, Proposition 2.1 and some
auxiliary results.
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Fia. 1. (a) A network with 2 classes and 3 stations. (b) Corresponding graph G with
basic and nonbasic activities (solid and, resp., dashed lines). The subgraph Gy of G is a
tree.

NOTATION. For z € R, let ||z|| = Y21, |2;|. For two column vectors v, u
of the same dimension v - v denotes their scalar product. The symbols e;
denote the unit coordinate vectors and e = (1,...,1)". The dimension of e
may change from one expression to another. For E a metric space, we denote
by D(E) the space of all cadlag functions (i.e., right continuous and having
left limits) from R, to . We endow ID(F) with the usual Skorohod topology
(cf. [4]). If X™, n €N and X are processes with sample paths in D(E), we
write X" = X to denote weak convergence of the measures induced by X"
[on D(E)] to the measure induced by X. For a collection A of random
variables, o{A} denotes the sigma-field generated by this collection. If X is
an R7-valued process (or function from R to RY), || X ||} = supge,<; | X (w) ],
and if X takes real values, | X|f = supg<,<; | X (u)]. o

2. Setting and main results.

2.1. Queueing model. A precise description of the queueing model is
as follows. A complete probability space (£2,F, P) is given, supporting all
stochastic processes defined below. The processes will all be constructed in
such a way that they have cadlag sample paths with probability 1. Expecta-
tion with respect to P is denoted by E. The queueing model is parametrized
by n € N. It has I > 2 customer classes and J > 2 service stations [see Fig-
ure 1(a)]. Station j has N}' identical servers working independently. The
classes are labeled as 1,...,I and the stations as I +1,..., 1+ J:

I={1,....I}, J={I+1,....1+J}.

Arrivals are modeled as renewal processes with finite second moment for
the interarrival time. More precisely, we are given parameters A}’ >0, i € Z,
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n € N, and independent sequences of strictly positive i.i.d. random vari-
ables {U;(k),k € N}, i € Z, with mean EU;(1) =1 and variance C(2J,i =
Var(U;(1)) € [0,00). With 39 =0, the number of class-i arrivals up to time
t for the nth system is given by

l ~
Ui(k)
AP (t) =sup{ 1> 0: <tp, t>0.
" p{ P }

Fori€Z,j€J and n €N, we are given parameters y;; > 0, representing
the service rate of a class-i customer by a server of station j. If uj’ =0, we
say that class-i customers cannot be served at station j. Consider the graph
G having a vertex set ZU J and an edge set

E=A{(i,j) €T x J : pj; > 0}.

We assume that £ does not depend on n. We denote i ~ j if (i,j) € €. A
class-station pair (i,7) is said to be an activity if i ~ j, or, equivalently, if
class-i customers can be served at station j. For every (i,j) € Z x J, we
denote by \I/Z(t) the number of class-i customers being served in station j
at time t. By definition,

(2) V() =0 for i o4 j.

Service times are modeled as independent exponential random variables. To
this end, let Si”j, (i,7) € Z x J be Poisson processes with rate Wi (where a
Poisson process of zero rate is the zero process), mutually independent and
independent of the arrival processes. Note that the time up to ¢ devoted to a
class-i customer by a server, summed over all servers of station j, is given as
fot W7 (s) ds. The number of service completions of class-i customers by all
servers of station j up to time ¢ is, by assumption, given by S7( f(f Wi (s)ds).
The precise description of the processes U = (\I’?J,z €Z,j€ J) is not given
at this point. We do emphasize, however, that they will be constructed in
such a way that future service completion times are independent of the cur-
rent state, which results with independent exponential service times (cf. [2]).
We note in passing that whereas renewal arrivals are quite natural in the
Halfin—Whitt setting, assumptions on service times that go beyond expo-
nential (not to be dealt with in this paper) lead to far more complicated
diffusion models [12].

The processes A™ and S™ will be referred to as the primitive processes.

Denoting by X" (¢) the number of class-i customers in the system (mean-
ing in the queue or being served) at time ¢, and setting XZ-O’" = X7(0), it is
clear from the above that

t
(3) X{‘(t):X?’"+A§‘(t)—ZS}‘j</O qf;;.(s)ds>, ieT,t>0.
€T
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For simplicity, the initial conditions XZ-0 ™ are assumed to be deterministic.
Finally, we introduce the processes Y;"(t), representing the number of class-i
customers in the queue (not being served) at time ¢, and Z7'(t), representing
the number of servers at station j that are idle at time t. Clearly, we have
the following relations:

(4) YR+ Y E) =X](t), Q€T
JjeJ

(5) ZP(t)+ > _Ui(t) =Ny, jed.
i€l

Also, the following holds by definition:
6 Y"t)>=o0, Zit)=0, Vi(t)>0, i€Z,jeT,t>0.

We will write X™ for the vector (X[',i € 7) and similarly Y" = (Y,",i € T),
Zn = (27,5 € T).

2.2. Control and rescaling. Equations (2)—(6) indicate some properties of
the processes involved, but they do not characterize these processes, because
the control processes " have not yet been described. This is the purpose
of the following definitions.

Preemptive scheduling. We will regard scheduling as preemptive if service
to a customer can be stopped and resumed at a later time, possibly in a
different station. Formally, such a scheduling is a scheme according to which
one selects W"™(t) at every t. In this paper we will be concerned only with
scheduling of feedback form, in the sense that the selection of ¥"(¢) depends
only on X"(t), for every t. The precise definition is as follows.

DEFINITION 2.1. Let n be given. We say that a map f":Zﬁ_ — Zi‘] is
a preemptive resume scheduling control policy (P-SCP) and X™ is the con-

trolled process corresponding to f”, initial data X" and primitive processes
A™ and S™, if U™(t) = f"(X"™(t)) and equations (2)—(6) hold.

Nonpreemptive scheduling. By this, we mean that it is impossible to
interrupt service to customers. Thus, the quantities Ui’ cannot be directly
controlled, but they are affected by the routing decisions according to the
following equation:

X UL () = U (0) + BL(t) — ST </0t ii(s) ds).

Above, for each (i,j) € Z x J, By is a nondecreasing Z.-valued process
starting from zero, that increases by k each time k class-i customers are
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routed to station j. Of course, B}’ = 0 for i /¢ j. In nonpreemptive scheduling,
a control policy is a scheme for selecting Bjj(t) for every t. In this paper
we will need a randomized formulation, in which the scheme according to
which BJ% are determined may depend on an auxiliary stochastic process. In
addition, in our formulation we will only need the routing decisions to take
place at the times when arrivals occur. To this end, for : € Z and n € N, we
let 7," denote the time of the kth jump of the process A?, that is, the time of
the kth class-i arrival. Finally, it will be assumed that all customers in service
at time zero begin their service at that time, and the initial arrangement of
these customers in the stations, that is, W7 (0), is determined by the policy.

We write Z7(t) = (X" (t), Y™ (t), Z"(t), U"(t)).

DEFINITION 2.2. Let n be given. We say that a triplet (¥%", F R") is a
non-preemptive scheduling control policy (N-SCP) and X™ is the controlled
process corresponding to (V%" F R™) initial data X" and primitive pro-
cesses A", S™ if the following hold:

(i) w9 € ZL/ is the initial condition for ", that is, ¥"(0) = ¥%". In
particular, it satisfies \I/?]" =0forikyj, >, \I/?]" < X?’" and >, \I/ZOJ" < N}
(ii) R™is a collection {R™',i € T}, where, for each i, R™ = {R}" : k € N}
is a sequence of R-valued independent random variables. The sequences R™"
are mutually independent and independent of the primitive processes.
(iif) F™ is a collection {F}}, (i,7) € Z x J} of measurable maps Fj}: Ry x
Zh x 7L x 7] x 717 x R — Z, and for each (i,j) €I x J, B} is given in
the form

Bi(t)y= > FMr E'(r'-), Ry, t>0.

k:Tg'iSt

(iv) Equations (2)—(7) hold.

REMARK 1. The restriction to policies in which decisions take place only
when arrivals occur may not appear to be natural, and one could consider
extensions of this definition, say, by allowing decisions to take place upon
arrivals or service completions, or even continuously in time. Note, however,
that this restriction does not affect our result (i.e., Theorem 2.4) that is
concerned with the existence (and construction) of N-SCP with a certain
property: Clearly, the existence of such policies under the preceding defini-
tion implies the existence of policies under any extention of it.

REMARK 2. Existence and uniqueness of the processes X' and W"
(given the primitive processes) is easily obtained by induction on the jump
times of the primitive processes. In addition, one can argue that the future
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service completion times are independent of all that has occured up to the
current time. For a precise statement and an argument to this effect in a
more restriced setup, see Proposition 1 of [3]. This can be adapted to the
current setup, but we have omitted the details.

Fluid scaling. We assume that the parameters of the processes involved
are scaled in the following way. There are constants \;,v; € (0,00), i € Z,
and p;; € (0,00), (4,7) € € such that

(8) nTIA N, Wig = Hig n_lN;L — vj.

We also define f1;; = 0 for i o¢ j. Note that this is consistent with (8) because
iz =0 for i £ j. Let

(9) Rij = Vi, (i,j) €T x T,
and consider the following linear program:
Minimize p € Ry subject to

> hijkij = Ni, d &Gi<p,  &=0, i€, jeJ.

JjeT i€

(10)

Throughout, we assume that the fluid model is critically loaded. More pre-
cisely, we will assume that the heavy traffic condition [8] holds: There exists
a unique optimal solution (£*, p*) to the linear program (10) and, moreover,
Yicz&l; =1 for all i € J (and, consequently, p* =1). We shall keep the
notation &; throughout the paper. We also let

J

and refer to the quantities £*,¢*, x* as the static fluid model, or just fluid
model for short (see in [2] what these quantities intuitively represent).

Following [8], an activity (4,j) € £ is said to be basic if ;; > 0. Define
the graph of basic activities G, to be the subgraph of G having ZU J as a
vertex set, and the collection &, of basic activities as an edge set. We will
also denote the set of nonbasic activities as £, =& \ & [see Figure 1(b)].

Like in some other papers that study a similar fluid model in heavy traffic
(e.g., [8]), we will have one more assumption in this paper about the fluid
model, namely, that the complete resource pooling condition holds. This
condition expresses, in a sense, a strong mode of cooperation between the
service stations. More precisely, one of the equivalent formulations of this
condition (see [8]) is that all vertices in J communicate via edges in Gp. It
was shown by Williams [13] that this condition is equivalent to the condition
that the basic activities form a tree. Thus, we assume throughout:

(12) The graph Gy is a tree.
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We now introduce a rescaled version of the processes describing the queueing
model:

Yt
7N _ _—1mn
Z}(t)=n""Z} (),

Denote X" = (X'i”,z' € T), and use a similar notation for Y™, Z" and ¥". We
will sometimes consider X”, Y™ and Z" as column vector-valued processes.
Heuristically, one expects that (X™,Y", Z" ¥") = (z*,0,0,v*), and this is
indeed the case under appropriate conditions [see, e.g., equation (57) and
Lemma 4.1 for such statements in the preemptive and, resp., nonpreemp-
tive case]. For this reason, these processes are referred to as the fluid-level
rescaled processes.

Diffusion scaling. We further assume that there are constants 5\i, ftij € R,
1€Z1, 7€ J, such that
(13) AP :=n'P(nTIA =) = A g =0l — ) — g,
(14) NP :=n'2(n NP — ;) — 0.
We introduce a centered, rescaled version of the primitive processes:
(15) AP(t)=n"'2(Ar(t) — ATt),  SE(t)=nY2(SE(nt) —nult).

Similarly, the processes representing the queueing model are centered about
the fluid model quantities and rescaled:

(16) XP(t) =n~2(XP(t) - naf),
(17) Y =n Y, 20 ) =0 2200,
(18) W (t) = n= 12U () — ).

The processes denoted with hats will be referred to as diffusion-level rescaled
processes. Similarly to the fluid-level processes, define X" = (in,z € 7), with
an analogous definition for Y, Z" and ¥", and consider X", Y" and Z"
as column vector-valued processes.

Scaling of initial conditions. It is assumed that there are constants x;,
i € Z, such that the initial conditions satisfy
(19) X" = XP(0) — a4
Throughout, =z = (x;,i € 7).
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2.3. Main results. Our first result expresses a relation directly between
the diffusion-level processes. Although its proof requires only some elemen-
tary manipulations of the relations (2)-(6) and (16)—(18), it has an im-
portant role in this paper as the basis for deriving the diffusion model. In
particular, it will make clear how the singular control formulation arises. To
present it, we need some notation.

Denote by C the set of all cycles that are subgraphs of G, for which
exactly one edge is a nonbasic activity. We call an element ¢ € C a simple
cycle [see Figure 2(a)]. Lemma A.1 in the Appendix shows, using (12), that
every nonbasic activity belongs to a simple cycle (as an edge). Consequently,
there is a one-to-one correspondence between &,, and C, which we denote
by o. More precisely,

o(i,7) = ¢ whenever (i,7) € &, and c¢ is the simple cycle through (7, 7).
(20)
With an abuse of notation, we will write (i,7) € ¢ when we mean that an
(not necessarily nonbasic) activity (i,7) € € belongs to the edge set of the
graph c.

Next, we associate directions with the edges of simple cycles. Let ¢ be a
simple cycle with vertices g, jo, %1, 51,0k, jk, Where for 0 <<k, i €T
and j; € J, and edges (i07j0) € Exp and (j()yil)v ) (Zk7]k)7 (]kaZO) € &. The
direction that we associate with the nonbasic element (ig,jo) is 4o — Jjo
(in words, from ip to jg). The direction of the other edges, when consid-
ered as edges of ¢, is consistent with that of the nonbasic element, namely,
i9g — jo — i1 — j1 — -+ — jr — io. Note that an edge (corresponding to a
basic activity) may have different directions when considered as an edge of
different simple cycles. We signify the directions along the simple cycles by
s(e,1,7), defined, for all ¢ € C and (i,7) € ¢, as

s(e,i, ) = —1, if (4,4), considered as an edge of ¢, is directed from i to j,
b)) = 1, if (i,7), considered as an edge of ¢, is directed from j to 1.

We will denote

(21) my.= Z s(c, i, 3) iy, e, me = (mj.,i €T).
Ji(i,g)€c

Next, consider the system of equations in :

> hij=ai, €T,
JjeET
i€l

wij = 07 (Zyj) € 5nb-
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It is known that (22) has a unique solution v for every a, b satisfying >, a; =
>, bj (see [1], Proposition A.2). With

(23) Dgz{(a,b)ERIxR‘]:Zai:ij},
i€ jeTJ

denote by G: Dg — R/ the solution map, namely,

(24) Vij = Gij(a,b), (i,7) € €.

The function G is linear and so Lipschitz (a fact that will be used in the
sequel). Denote also

H™(a,b) = Z'“w Gij(a,b), ieZ,aeR beR’,

(25)
H" = (H",i € T).

Let (7' = A" — 3" e 7 fifyby; and set
A~ ~ A t —
(26) W) = A - S 4n ( / () ds> e
i 0

Finally, let the quantities {W].}, as (i, j) ranges over the nonbasic activities,
be labeled by simple cycles, namely, define for every c€C, ¥, = V;;, where
(i,7) = ~1(c). Let a diffusion-level version of these processes be defined as
\I,n _ n—1/2 \I,n

THEOREM 2.1. Let X™, Y™ Z"™ U™ satisfy (2)-(6) and let Xn yn, zn gn
be defined by (16)-(18). Then the following relations hold for all t > 0:

X"(t) = XO" + W (t) /H" (X™(s) = Y™(s),N" — Z"(s)) ds
(27)

(28)
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See the Appendix for a proof. We now explain how a diffusion model
is derived from the above result. First, note that the limit, as n — oo, in
the definition (21) of m] exists, and is equal to the expression obtained
from (21) by replacing pij by pij. We denote the limit by m.. The vectors
m. will be referred to as directions of control because of the role they will
play in the singular control term. In a similar fashion, we denote by H the
limit of H™ as n — oo, or, equivalently, as the expression obtained in (25)
by replacing p;; by pij. Next, we take a formal limit in (26). We let ¢ =
(4i,i € T), where £; = lim,,_.oo ' = N\ — >ied flij;; and let W denote a
Brownian motion for which the mean and the covariance matrix of W (1)
are given by ¢ and, respectively, ¥ := diag(\;C#,; + \;) [for short, an (£,%)-
Brownian motion]. The expression above for the covariance is obtained by
calculating the covariance matrix of W"(l) upon formally replacing the
fluid-level quantities \I’?J (s) in (26) by the quantities 7, from the fluid model,
and finally taking limits as n — oco.

Next, equation (29) imposes a constraint on \i’? in the form of a lower
bound at zero. It is also not hard to see that an upper bound on \ilg follows
from (5), (14) and (18). However, such a bound is of the order of n'/?, and
as n grows without bound, it becomes irrelevant. It therefore makes sense
that, in the proposed diffusion model, each integral in the last term of (27)
is replaced by a process 7. that is required to have increasing sample paths,
and no additional limitation.

We thus obtain a diffusion model involving processes X (t), Y (t), Z(t)
taking values in Ri, Ri and, respectively, Ri as well as R -valued processes
e, ¢ € C. Equations (30)—(32) below, that describe the diffusion model, are
analogous to equations (27)—(29), respectively:

(30) X(t)=a+W(t)+ /Ot H(X(s)—Y(s),—Z(s))ds+ > _mene(t)
ceC

Yi(t) =0, €T, Zj(t) =0,  jeJ,

(31)
SNYit) =D Xi(t)+ > Z;(t),  t=>0.
€T i€l jeJ
(32) For every c € C, 7. is nondecreasing and 7.(0) > 0.

We will consider Y, Z and {7.} as control processes, and regard (31), (32) as
constraints that they must satisfy. To define precisely what controls will be
regarded as admissible, recall that W is an (¢,3)-Brownian motion defined
on (Q,F,P). Let (F;) be a right-continuous filtration of sub-sigma-fields of
F such that (W (t) — ¢t, F;:t > 0) is a martingale. Let a deterministic initial
condition = € R be given. A triplet (Y,Z,n) is said to be an admissible
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control and X a corresponding controlled process if Y, Z and 7 are processes
with cadlag sample paths, Y and Z are (F;)-progressively measurable, 7, is
(Fi)-adapted, and (30)—(32) hold for all ¢ € [0,00), P-a.s.

A principal hypothesis of all the results below is what we refer to as the
null controllability condition:

(33) There exists ¢ € C such that e -m. < 0.

Note that the cone C referred to in the Introduction, in which the increments
of the I-dimensional process Y.,.m.n.(t) of (30) take values, is simply the
cone generated by {m.:c € C}. Also, condition (1) of the Introduction is
given explicitly by (33). The following result is proved in Section 3.

THEOREM 2.2. Assume (33) holds. Then there exists an admissible con-
trol (Y,Z,n) under which e - X(t) <0 and Y(t) =0 on [0,00), P-a.s.

The main results of this paper establish the validity of statements about
the queueing model, which are analogous to Theorem 2.2 in an asymptotic
sense. The first is concerned with preemptive scheduling (see Section 3 for
a proof).

THEOREM 2.3. Assume (33) holds. Then there exist P-SCPs under
which, for every e and T satisfying 0 <e <T < oo,

JLH&OP(Y"(t) =0 forallte e, T])=1.

The treatment of nonpreemptive scheduling is more involved. In order to
keep the notation simple, we have focused in this paper on the most simple
case where one can expect a null-controllability result: The case I =J = 2.
Clearly, in this case there is at most one simple cycle. It is expected that the
general case can be treated with similar ideas. The result below is proved in
Section 4.

THEOREM 2.4. Assume I =J =2 and let (33) hold. Then there exist
N-SCPs under which, for every e and T satisfying 0 <e <T < 00,
lim P(Y"(t)=0 for allt€[e,T]) =1.
n—oo
REMARK. As can be seen in Sections 3 and 4, Theorems 2.3 and 2.4

hold with € =0 in the case that the initial condition z satisfies e -z < —1
(or even e-x <0, with an obvious modification of the proofs).



16 R. ATAR, A. MANDELBAUM AND G. SHAIKHET

2.4. Discussion. Let us consider some numerical examples. Consider first
a system with structure as depicted in Figure 1(a). Assume v; =1 for j =

1,2,3, and
N (8 /310 1
“\4) HTHET 1 4 2)

(where in this subsection we abuse notation and label j by 1,...,.J). One
checks that the heavy traffic condition holds, and

=) m=(3) me(h)

Above, m1 and mo are the directions of control corresponding to the two
nonbasic activities (2,1) and (1,3). In fact, the graph that appears in Fig-
ure 1(b) precisely describes G and G, in the current example. Clearly, the
null-controllability condition holds, since e - mq < 0. The simple cycles and
directions of control are depicted in Figure 2(a) and (b). To demonstrate
the geometric aspect, we refer to Figure 2(c), where the null domain X_
is shown along with a vector field defined on its boundary assuming the
constant value my. Under appropriate assumptions, one can construct a dif-
fusion in R? with a boundary term according to this vector field, that will
be constrained to X_. In contrast, ms cannot be used to constrain the dif-
fusion to the same domain. In general, the diffusion can be constrained to
X_, provided that at least one of the vectors m, satisfies e - m. < 0. This is
the source for condition (33).
We next consider examples with two classes and two stations:

(8 10 \o (13
M_M_ 3 6 ) - 3 ’

m
X M~ !

m,

(a) (b) (c)

Fic. 2. (a) A graph as in Figure 1(b) with two simple cycles. Dashed lines represent
nonbasic activities. (b) A possible set of directions of control corresponding to the two
cycles. (c¢) The direction mi may be used to constrain the diffusion model to the null
domain X_.
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(0 ()
(D) (7).
(0 e(3)

Above, we have presented both the data and the solution to the linear pro-
gram in each case. In both cases the heavy traffic condition holds and the
activities are as depicted in Figure 3(a). Note that in these examples there
is a single cycle. The null controllability condition does not hold in the first
example, and it does hold in the second. In fact, one can write the null con-
trollability condition (33) for the above examples in a straightforward way
as

(36) p11 + po2 < pi2 + po1.

It is instructive to note that there are values of p for which (36) does not
express the null controllability condition (33). Consider the following exam-

ple:
(37 N (35
r=r=\6 11)° ~\115)°

e=(Vos) m=(5)

Note that the values of both sides of the inequality (36) are the same as
in example (34). Still, as can be verified by calculating e - m, the null con-
trollability condition, that did not hold in example (34), does hold in this
example. The reason is that the structure of the graph has changed and it
now corresponds to Figure 3(b). In particular, the direction of the cycle is
reversed, and condition (33) is equivalent to (36) with a reversed inequality.
We can see that the null controllability condition depends on the values of
1, as well as the direction of the cycle, which in turn is determined by the
fluid model parameters A and f.

We now come back to the point referred to in the Introduction regarding
the unusual heavy traffic behavior. A particular consequence of our main
results can be stated as follows. One can find policies (preemptive and non-
preemptive) under which, for every ¢ > 0,

(37) Jim P(e-Y"(t)=0)=1.

What we referred to as unusual is that a critically loaded system shows a
behavior that is typical to underloaded systems: the possibility to maintain
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(a) (b)

Fia. 3. Two examples with cycles in opposite directions (dashed lines represent nonbasic
activities).

empty queues with probability approaching one. We would like to make
precise the statement that the system under study is critically loaded. One
aspect of this is that the underlying fluid model is critically loaded, in the
sense that the linear program (10) is solved with p* =1, by assumption.
More significant, however, is a statement that can be made regarding the
probabilistic model. Namely, one can show that in a probabilistic model
associated with an overloaded fluid model, queues inevitably build up.

To this end, let \;, i € Z be constants satisfying \; > \; for all i and
A, > \; for at least one i € Z. The parameters (A, 1) lead to a fluid model
that is critically loaded. In the same sense, the pair (XN,f) correspond to
an overloaded fluid model. We consider a sequence of processes Ap; defined
analogously to A", but with A’ replacing the parameters \", where \' is a
sequence satisfying n=*A"™ — X’ [compare with (8)]. Let X3, stand for the
processes X" obtained by replacing throughout our probabilistic model A™
by Af ;. Define analogously all other processes involved, for example, Y7,
in place of Y. As the following result shows, the model thus obtained is
indeed overloaded in the sense that queues (in fact, large queues) necessarily
build up. The result shows a sharp contrast with (37).

PRrROPOSITION 2.1. There exist constants Cq and Coy > 0 depending only
on (M N, i) (and not depending on n or t) such that, under any policy, for
every t,

(38) nli_)n;()P(e Y5 (t) > (=Cr+ Cot)n) = 1.
A proof is sketched in the Appendix.

3. Diffusion model and queueing model in the preemptive case. In this
section we prove Theorems 2.2 and 2.3.

PrRoOOF OF THEOREM 2.2. Let ¢y be such that e-m, < 0. Consider the
domain

Dy={¢cR e £ <—a}
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for some fixed o > 0. Fix some jg € J. We will construct a control with the
following properties:

Y(t)=0, Zi(t) =0, for all j # jo,
(39)
Ne(t) =0 for all c#co, t>0.

The process Z;, will satisfy
(40) Zj,(t)=—e- X(t), t>0.

As a result, (31) will be satisfied. Finally, the process 7., will serve as a
constraining term of a reflected diffusion on the domain D, with reflection
field identically equal to m., on the boundary 0D,. We therefore consider
equation (30) in the special form

(41) X(t)=a+W(t)+ /0 t H(X(5))ds 4 meyne (),

where H (&) = H(E, (e - €)ej,). Note that H is linear. Consider first the case
x € Dg. The result of [10] regarding existence of strong solutions to stochas-
tic differential equations with oblique reflection, stated for a bounded do-
main, implies, using a standard localization argument, the existence of a
pair (X,7.,) with the following properties. The process X is progressively
measurable, 7., is continuous nondecreasing, adapted, with values in R,
equation (41) holds for all £ >0, a.s. and X(t) € Dy, t >0, a.s. In particu-
lar, we have constructed a process X with the property e- X (t) < —a, t >0,
a.s. Letting now Y, Z and 7., ¢ # ¢y be defined via (39) and (40), we have
constructed a triplet (Y, Z,n) that is an admissible control, and have shown
that X and Y satisfy the conclusion of the theorem.

In the case where ez > —a, clearly, = + m,, € D, for 3 large. Fix any 3
as above, and set y = x + M., € D,. Denote the control and the controlled
process corresponding to starting from y as (37, A ,1) and, respectively, X.
NowsetY =Y, Z =2, Neo(t) = B+ 1, (t) and X (t) = )Z'(t) Then X (0) =y,
and clearly, (41) still holds for all £ > 0. As a result, (Y, Z,7n) is an admissible
control and the conclusion of the theorem holds. [

We remark that in the proof above we can simply take a = 0. Our re-
sults regarding asymptotic null controllability will be inspired by a similar
construction, but o will be taken to be positive.

Recall that, by definition, a P-SCP is a map that determines W"(¢) for a
given value of X™(t) in such a way that (2)—(6) hold. The following lemma
shows that, under suitable conditions, we can determine the value of W™ by
first selecting values for Y™(t), Z"(t) and {U}(t),c € C}.
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LEMMA 3.1.  There is a constant ag > 0 such that the following holds for

all n large. Suppose that, for some t, the following relations hold: X™(t) €
ZL, || X"(t) —na*|| <agn, Y™(t) € ZL, Z"(t) € Z],

e-Y't)+e-N'=e-X"(t)+e-Z"(t),
e-Y™"(t)|V]e-Z"(t)] <aoln+1,
U(t)eZy, ceC, and
U (t) < agn, ceC.
Set

(42) VE(H) =Gy(X" (1) =Y " (), N" = Z"(@t) — D> s(eif)Pe(d).
ceC: (i,j)€Ec

Then the quantities
{Xi'(t),ieT}y, {Y"(t),iel}, {Zj({t),jeT}, {¥;().(i,j) eI xT}
satisfy (2) and (4)-(6).

The proof of this lemma appears in the Appendix.

PrOOF OF THEOREM 2.3. We begin by describing the policy. By Def-
inition 2.1, we need to describe a map that determines W"(t) for a given
value of X" (t). Given the one-to-one relations (16) and (18), this is equiva-
lent to describing W"(¢) for a given value of X™(t). Let ag be the constant
from Lemma 3.1. If || X"(t)|| > agn'/2, we assume that U™ (¢) is determined
as the image of X "(t) under some fixed map f”, in a way that is consistent
with Definition 2.1 but otherwise arbitrary (there will be no need to describe
f™ more precisely). Focusing below on the case || X™(t)| < agn!/?
sequence K,,, n €N, so that n!'/2K,, € Z, for all n and

, we fix a

(43) K, — 0, n 2K, —0 as n — 0o.
Denote
Di={¢cR:e-£ < -1}

Fix throughout a simple cycle ¢y for which e - m., < 0. Also fix throughout
ig € T and jg € J. The proposed policy sets

S 0 X"(t) e Dy
44 U (t)y=4{ "7 . ’ t>0,
(44) co(t) {Kn ) € D >
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and U2(t) =0 for all ¢# co, t > 0. It also sets Y;*(t) =0 for all i # ig,
Z3(t) =0 for all j # jo and

Yin(t) = (e- X"(t) —e-N")T,
(45)

Zn(t)=(e- X"(t)—e-N")",  t>0.

By (43) and (44), ¥g (t) < aon for all n large. By Lemma 3.1, W"(t) are well
defined given X" (¢), and (2), (4)—(6) hold. This completes the description
of the P-SCP. Clearly, this description, along with equation (3), uniquely
defines the processes W™ and X" given the initial conditions and primitive
processes. Although the description applies for any initial condition X O
the treatment with be slightly different for X% in D; and outside.

In what follows let 0 < e < T < oo be fixed. Let

(46) 7' =1inf{t: || X"(t)|| > aon'/?}.
Let also
HM(&)=H"(¢—(e-&—e-N")Tei, —(e-E—e N")7ej).

For t <7", one has by (27)
X X . t ¢
A7) Xn(t) = XOm 41 (e) + /0 A7 (X(s)) ds + /0 B (5) ds.

Note that H” satisfy
(48) IH )l < Cr(lEl + IN"]),  £€R'neN,

where Cp is a constant independent of n. Denote C7' = —e - my, . Note that,
by assumption, C' — —e - m,, >0 as n — oo. It is assumed in what follows
that n is so large that

(49) Cl > |e-me,|/2 =:2C.

Denote XQ —=e- X" and, similarly, ng —e W, XQ" —e- X" and ﬁ[? =
e-H™. Then by (44) and (47), we have

A - X t

Xo(t) = X0 W20 + [ AR (X"(s) ds

0
(50) t
—Ce"Kn/ 1. ds, t<7™
o Xa(9=-1

The rest of our argument is divided into four steps.
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Step 1. We first show that there exists a deterministic constant C in-
dependent of x, n and K,, such that

(51)  |IX"|I5 < CL(1 + || X"+ |[W™|%)  on the event 7 > T.
To this end, denote A,, = [4]|e[|(| XO"|| 4 |[W™||%-)] V1 and let
=inf{t € [0,T]: X*(t) < —A, — 1}.
Note that 7{' > 0. Since by assumption 7" > T', (47) and (50) are valid for
t <T. By (48) and (50), noting that X (t) > —A,, — 1 for t <7{", we have

t A~ A
KaC2 [ gy 4 < Au 1 B el 07 + el 177

slelcy [ IXM ()l ds,  e< AT,
where we denote 3, = ||e||CyT||N"||. Note that 3, — 0. Hence, by (47),
IX"™(@®)] §C2(An+1)+C2/Ot||ff"(8)||d& t<m' AT,
where C5 does not depend on X O W", K, or n. By Gronwall’s lemma,

(52) IX™ i pr < Ca(An +1)e™T.

Since on the event 7{* > T the property (51) follows from (52), we consider
in what follows only the case 7{* <T. If X[(t) < —1 for all ¢t € [0,7]"], let
79 = 0; otherwise let

75 =sup{t € [0,7']: X['(t) > —1}.
Note that X7 (75) > —1 — ||e[|[| X%"||. Hence, by (50),
—An + e | X0 > X2 () — X2 (75)
=W () — Wi (5 + / H'(X"(s))ds.
T2
As a result,

An/2<

/ U (X (s)) ds
Tgl

< llellCam | X" 7 + Bn-

This and (52) show 4,,/2 — B, < |le/|CuymCa(A, + 1)e“?T. Since A, > 1,
An/(An +1) >1/2. As a result, there exists a deterministic constant § > 0
not depending on X" W, K,,,n such that, provided that n is large enough,

(53) >0 on the event 7" > T.
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Combining (52) and (53), we have that | X% < C3(1 + || X0 + [|[W"||%),
where C'3 does not depend on X0m W , K,,,n. In a similar fashion we have,
fori=1,2,...,

1X™ 35 < Ca(L+ [ X™ 15— 1y5 + W),
Assuming without loss that C's > 1, the above implies
X7 < (2C3) T 4+ | X0 + (W)

and proves (51).

Step 2. Recall that W denotes an (¢, ¥)-Brownian motion. We next show
that

(54) lim P(7" <T)=0
and
(55) Wr=W  on[0,T].

Let A;, i € Z, and Sy, (i,5) € T x J be mutually independent Brownian
motions with mean zero and variances given by EA?(1) = /\iC(2],Z', ESZ?]-(l) =
fij. By Theorem 14.6 of [4],

(56) (A", 8™) = (A, S) locally on compacts.

By (5) and (6), W}%(t) < N for all i, j and ¢. Thus, by (8) and (26), W5 <
| A% + HSA’"H*@T + ||€*||T for a suitable constant Cy. Hence, n~"/2||W™||%
converges to zero in probability. By (51), n='/2||X"||4,-. converges to zero
in probability. Using the definition (46), this establishes (54). In turn, this
shows that n~'/2|| X% converges to zero in probability. By (45), so do
n=Y2||Y?|% and n~=1/2|| Z7||%.. Note that G(z*,v) = ¢*, as follows from (11)
and (24). Using (42), linearity of the map G, (43) and (16)—(18), we thus
obtain, for a suitable constant Cj,

19" (8) = *[I7 < n~HG(X" —na* =Y, N" —nw — Z")|[7 +n~?K,
(57) < Csn (XM 3+ 1Y I + N+ 12715) +n 2K,
— 0 in probability.

Combining (26), (56) and (57), the claim (55) follows from the lemma on
page 151 of [4] regarding random change of time.
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Step 3. Recall (19). We prove the theorem in the case x € D;. In this
case, for all n large, X°" € D;. Denote

™ =inf{s € [0,T]: X*(s) > —1/2}.
Denote also 2" = {7" > T'}. By (54), lim,, P(2") = 1. If we show
(58) Jim PH{m™ <T}NQ") =0,
it would follow that P(X7(t) < —1/2 for all t € [0,T]) — 1 and, in turn, by
(17) and (45), that P(Y"(¢t) =0 for all ¢ € [0,7]) — 1, as n — oo. Hence, in
order to prove the theorem, it suffices to prove (58).

To this end, note that the jumps of the process W™ are bounded by n=1/2
and write

P{m" <T}NQ") < P({there exist 0 <s <t <T such that
(59) —1< X™(0) < —1/2 for all § € [s,1],
X"(s) < —7/8 and X (t) > —5/8} N Q).

Under the event indicated immediately above, on the (random) interval [s, ¢,
X} > —1, and thus, by (50),
PSR - X2(s)
(60) t
= [ HI X O)do -+ W (0) W) - CLE(t ).

Moreover, by (48) and (51),
to
[ A2 @) 0 < CulelCalt = 5)lr + [Wallz] + B

where r = 1+ sup,, || X*"||. Since K,, — oo, it follows that there is a deter-
ministic ng such that, for all n > ng,
Ap(s,t) :=WE () = WE(s) + Crlle| Ca(t — s) W[ + B

o > 1+ [CV Ky — Crlle]|Cir](t — s)
Z % + C’Ol(vn(t - 3)

> COKTlL/za t—s 2 Kgl/zv
| 1/4, t—s< Ky

where Cj is as in (49), and on the first inequality we used the fact that
Crlle||Cir does not depend on n. Combining (59) and (61), we see that
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there are constants Cg, Cy > 0 not depending on n and K, such that
P{m"<T}NnQ")
< P(there exist s <t <T such that A,(s,t) > CoK/?)
+ P(there exist s <t <T such that t —s < K, /2 A, (s, t) > 1/4)
< P(|Wallp = CeK,)?)
+ P(wr(Wa, K /%) 2 1/8 = B,)
+ P(Crrlel| O G2 Woa 17 2 1/8)
<2P(|Waf > CrKY?) + Plwr(Wa, K, '/%) > 1/8 = 8,),

where wr(f,d) denotes the modulus of continuity of a function f on [0,T].
Since by (55) W™ are tight, and the weak limit process has continuous sample
paths, (58) follows (see e.g., Theorem 16.8 of [4]) and, hence, the result.

Step 4. Finally, we prove the theorem in the case x € Df. Let 73 =
inf{t € [0,7]: X < —1}. Then

P >} nQ™) < P({X™(0) > —1 for all 6 € [0,¢]} N Q™).

An argument similar to step 3 (only simpler) shows that, under the event
indicated on the r.h.s. of the above display,

A, (0,6) > =1 —r+[CIK,, — Chlle]|Cir]e,

and, in turn, that P(7§ > ) converges to zero as n — oo. We can now
review the argument of step 3, replacing Xon by X "(r3) and " by 14" 1=
inf{t € [t,T]: X"(t) > —1/2} (where 7} = 0o on the event 73 > T') s0 as to
show that P(7) <T) — 0 as n — oo. The only issue that is different now is
that the “initial condition” X"(7%) is random and cannot be bounded by
a deterministic constant r. Instead, let us define the random variable 7" :=
1+ || X7™(73)|| and let QF := {r" < Co(Chlle]|C1) K, } N {r} < T}. Coming
back to (61) with 7™ in place of r, it is clear that the second inequality will
hold on 7, and so the remainder of the argument of step 3 is valid once Q2"
is replaced by Q"N QY. Since P(75 <T') converges to one, the relations (51),
(54) and (55) imply that the random variables r" are tight and, therefore,
P NQ") — 1 as n — oo. This establishes the theorem. O

4. The nonpreemptive case. In this section we treat the nonpreemptive
case and prove Theorem 2.4. Recall that we only consider the case [ = J = 2.
Thus, 7 = {1,2} and J = {3,4}. The heavy traffic and complete resource
pooling conditions, which are in force, imply that the graph of basic activities
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Gy is a tree with vertex set ZU J = {1,2,3,4} [cf. (12)]. It follows that there
are exactly 3 activities that are basic. Had we not had a fourth activity,
the graph G would not contain a cycle and it would not be possible to
fulfill the null controllability condition (33). Thus, the hypotheses of the
theorem require that there be a fourth, nonbasic activity. We have labeled
the classes as “1” and “2.” Although J = {3,4}, it will be more natural
in the discussion that follows, and throughout the section, to refer to the
stations as “station 1”7 and “station 2,” and with an abuse of notation, regard
the index set for the stations as {1,2}. Accordingly, we have four activities,
(4,7), 1,5 € {1,2}, and without loss of generality, we let (2,1) be the only
nonbasic activity [see Figure 3(a)]. As a result, the direction of the only
simple cycle, which we denote as ¢, is the following: class 2 — station 1 —
class 1 — station 2 — class 2. By (21), we get mJy = (ufy — ply, —phy + p5s)
and m. = (11 — p12, —p21 + po2). In what follows we will write m™ for
m{ and m for m.. We also let C]! = —e-m" and C,, = —e - m. Note that
condition (33) can be written as C,,, = —e-m > 0.

We now specify the N-SCP for which the conclusions of Theorem 2.4 will
be shown. According to Definition 2.2, we must specify the initial arrange-
ment and how routing is determined upon each arrival. To this end, we need
some notation. Note that by (23) and (25) there exists a constant C%; such
that

O/
6 1E @) < E(al + b)), (@b e DeneN.
Let
2+ 16CY 1 log 2 log 8
63 =— = A = .
(63) " Cm 8k|m| "~ Cl T

The initial arrangement and the routing rules will depend on X0 and, in
particular, on whether e - X 0m < —1 or not. First consider the case where
e- X0n < 1.

Initial arrangement. Recall that X™(0) = X% is given and we have to
specify W™(0). We set

(64) 51(0) = [n*/®k],

(65) 11(0) = [(N]' = N3 + X" + X5) /2] — 05, (0),
(66) 12(0) = [(N3' = NP + X" = X5) /2] + 05, (0),
(67) 5(0) = X3 — W5, (0).

Using (4) and (5), one verifies that

(68) YP(0) =Y2(0) =0,  |Z7(0) - Z5(0) < L.
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Routing. The routing decisions can be based only on n, the value of
=" right before the arrival, and some auxiliary randomness that we have
denoted by R"™. The way we use the randomness in the proposed policy is
so as to split the customers of class 2 into two sub-classes, which we label
as « and (. Upon the kth class-2 arrival, an independent biased coin is
tossed according to which it is decided what sub-class the arrival belongs
to. The bias of the coin is allowed to depend on k. We denote by «, (k) the
probability that the kth class-2 arrival is classified as a class-a customer.
The value of «, (k) is determined as

(69) an(k,‘):{K(7+M21)exp[7(k_l)]}/\1.

Aon3/8 nAg

Since we assume that X% < —1 and the difference between Z{*(0) and Z4(0)
is at most 1, it follows that the initial arrangement is such that there are free
servers in both stations. Below, we shall describe the routing policy only as
long as there are free servers in both stations. The description of the policy
at other times is not important and will be left completely open (in fact, one
of the main ingredients of the proof will be to show that the event that there
are no free servers in one of the stations some time before T" has probability
approaching zero as n — 00). The routing rules are as follows:

1. Class-1 customers are routed to the station with more free servers. More
precisely, if a class-1 customer arrives at time ¢, it is instantaneously
routed to station j, where

j= { Lo if Zp(t-) > Z5(t-),
2, otherwise.

2. Class-a customers are routed to station 1 upon arrival.
3. Class-3 customers are routed to station 2 upon arrival.

Next, consider the case where the initial condition satisfies e - X0n > _1,
Denote 7, =e- X%" —e- N™ 4 [n!/?]. For the initial arrangement, we let
7y, class-1 customers be left in the queue, and let W7%(0) be defined as in
(64)—(67), except that we substitute X%" —r, for X%". As a result, in
place of the left part of (68) we will have Y{*(0) = r,, Y5*(0) = 0. The rout-
ing is determined as follows. The r, class-1 customers that are initially
put in the queue are kept in the queue. Rules 1-3 above apply for all the
other customers. Upon the first arrival after the time 73 when the num-
ber of free servers in the system first exceeds r, + [n!/?], all the r, cus-
tomers are moved into service: 1" into station 1 and +4' into station 2. Here,
7 =[(Z5 (5 —) = 21 (76 =) + 1) /2], 72 = (27 (76 —) = Z5 (76 =) + ) /2]
Clearly, e- X" (7J') < —1. Also, by the above choice for 7", one achieves that
Y (r5) =0 and | Z7(1§) — Z5(75)| < 1, a situation similar to (68). From the
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time 73’ on, the routing rules 1-3 above apply for all the new arrivals. Note
that once again we have ignored the scenario that there are no free servers in
one of the stations at some time before T, for reasons as mentioned before.

Here and for most of this section we shall assume that e -z < —1. Since
X0 _, x, we have

(70) e X0n < 1

for all large n and, as a result, only the first part of the definition of the
policy will be relevant until, at the end of the section, we return to the
treatment of the case ez > —1.

Without loss of generality, assume that T is a multiple of 6, and set k =
T'/$. Divide the time interval [0,T] as follows: I = {0}, I; = (0,9],...,I; =
((k —1)6,k6]. Let h:[0,T] — R be defined as

h(t)y=2"%  foralltel, k=0,1,...,k.

Define
n e 7(t)
(71) 7" =inf t>0:Xe(t)2—T AT
Let b/ = %2_’5 = Lh(T). Let
(72) o™ =inf{t >0: Z0(t) A Z3(t) < 4R'}

and ¢" = 7" A ¢". By (70) and since Z'(0) and Z§(0) are nearly equal
[cf. (68)], it is useful to note that

(73) Z0) A Z5(0) > 1/4.

Also, it is clear that there are idle servers in both stations up to time o”.
Denote

D(a,p)={¢€R":|[¢] <a, e-€<—p},  a>0,p>0.
Let K, =n'/8 and
D =D(eF K, 27F).
For k=0,1,...,k, denote
(74) n—{X"(t)e DY, te I}, forall ' <k}N{¢{" > kd}.

PROPOSITION 4.1.  Let the assumptions of Theorem 2.4 hold and assume
also that e-x < —1. Then for k=0,1,...,k, P(Q}) — 1.
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The above result implies that P(c™ <T) — 0. Since by construction of
the policy, Y™ (t) =0 for t < o™, this establishes Theorem 2.4 in this case.

In preparation for the proof of Proposition 4.1 we need some notation
and preliminary results. Recall that we have denoted the only cycle by c,
and that, according to our notation, W”(t) = ¥4, (t) and W7 (¢) = U, (¢). Let
A (t) [Aj(t)] denote the number of class-av (resp., class-3) customers that
have arrived up to time t. Let

(75) A(t) =n 24300 = Ko [ G +9) () ds
where
(76) Yo(t) =re’, >0,

A sequence of processes is said to be C-tight if it is tight and every sub-
sequential limit has continuous sample paths with probability one. The fol-
lowing three lemmas will be proved later in this section.

LEMMA 4.1.  Under the assumptions of Proposition 4.1, one has
(77) |AE =0 in probability,
(78) | X" — 2| ngn =0 2| X" pgn — 0 in probability,
(79) [E" — o 5pgn = n_1/2|]\i/"H§~Mn —0 in probability.

In addition, the processes /1?( Ao fOM \I’" )ds) are C-tight. In
particular, one has |S% ([ 9% (s) ds)]TMn — 0 in pmbabzhty.

LEMMA 4.2. Under the assumptions of Proposition 4.1, ]\ilg —
Kbolhpgn — 0 in probability, where 1y is as in (76).

LEMMA 4.3.  Under the assumptions of Proposition 4.1, lim,,_,o, P(c™ <
") =0.

The following will be used several times in the proofs of both Proposition
4.1 and the above lemmas. Recall that, for t < o™, Y"(t) = 0. Hence, we
have from (27)

(80)  X™(t) = X0 4+ Wn(t) + /0 t [H™(s) +m" U7 (s)]ds,  t<o™,

where we have denoted

(81) H"(s)=H"(X"(s), = Z"(s)).
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Also, substituting zero for Y in (28), using (14) and positivity of Z;L, we
have, for all n large,

(82) IZr) < IX Ol +1,  t<o™
Thus, by (25), (62), (81) and (82), for all n large,
(83) IH™ ()| V lle- H(s)|| < Cp(L+ | X™(s)ll),  t<o™

PrROOF OF PROPOSITION 4.1. We argue by induction on k. As the in-
duction base, consider k= 0. By (70) and since X0 converge, we have
X™(0) € D2 for all large n. By Lemma 4.3, it remains to show that 7" > 0
with probability approaching 1. This follows from (71) and the fact that the
jumps of X" are bounded by n~1/2.

Next consider the induction step. Assuming that for a given k < k one
has

(84) lim P(Q}) =1,

n—oo

we shall prove

(85) lim P(Q), ) =1.

n—oo

In view of Lemma 4.3, it suffices to show

(86) Tim P(r" < (k+1)8) =0,
and
(87) lim P(IX" ([ 1pnon < VK, = 1.

To this end, note that from (80) we have
A A ~ t A~
(88) X=X+ W20+ [([HI(5) - CRu(Nds, 1<
0

By (63), one verifies that the constants x, 6 and v satisfy

(89) eCnd <2, 14 Cle < 1Cuk,
(90) 4(1 + ||m|| ko) < e7°.
Denote

Q=N {o" >} N{r" < (k+1)5}.
Let h = %2"6. On Q} (hence, on SNIZ) the following must hold:

(91) X" (k6)|| < FK,,  XP(k§) < —8h.
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In addition, on Q”,
there exist k6 <s <t < (k+1)6 Ao" such that
X"(s)<—7h,  X"(t)> —5h.
Hence, in view of (88), the following must hold on KNZZ
2h < X2(t) — X2(s)
(92) t
= W) = Wi(s) + / [H (w) = Cp W (u)] du.
Denote an =W = Kntholingn, bn = [W"[pn and di, = W (v) = W (u).
Let

(93) O = QP N {Cran < 2} N {20, + 20||m|la, + T < K, }.
By Lemmas 4.1-4.3 and (84),
(94) lim P(O7) =1.

On the event QF, by (80) and (83), denoting
A" = | X" (k)| + 2bn + ]jm" || (U7 [7ppn + T,
we have

HX"(U)HSA”—F/ CllX" ()| d!,  w< (k+1)§Ao™
ko

By Gronwall’s inequality and the first part of (89), this shows that || X" (u)|| <
2A™, for u as above. Using this along with (93), and assuming in what fol-
lows that n is so large that |[m™|| < 2||m| and C}}, > C,,/2, we have on the

event QZ
| X" (u)|| < 4K, % (1 + [m||rde?) < K,e??FHD),

(95)
u<(k+1)dA0",

where in the last inequality we used (90). Equations (94) and (95) establish
(87). Next, combining (92) and (95), and using again (93), we have on the
event €2} N QY

2h < d, + (Cly + 1)(t — s) + K, (t — 8)eF[Cle? — Crk /2.

Writing C' = C; + 1 and using the second part of (89), we conclude that,
for all large n, on the event Q}' N QZ, there exist s and ¢ such that kd < s <
t<(k+1)0 Ao™ and

1p1/2 _ ~1/2
d?y > 2h+ (" K, — C)(t —s) > { o e Ki1/27
| 2h7 t_S<Kn .
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Hence, for all large n,

P(QF) < P((O7)°) + P(there exist 0 < s <t <T Ao" such that 2dg, > KL/?)
+ P(there exist 0 < s <t<T Ao"
such that t —s < K,/ and dgy>2h)
P((Q0)°) + P (4 > K/%) + P(wrpgn (Wa, K '/%) > ).

By (94), the tightness of b, and the C-tightness statement in Lemma 4.1,
we see that P(Q}) — 0 as n — co. By (84) and Lemma 4.3, this shows (86).
O

Let a constant 7 > 0 be given and let §" = inf{t € [0,0]: X?(t) < —r}. Let
€ be as in Theorem 2.4. The following consequence of the above proof will
be useful.

COROLLARY 4.1. Under the assumptions of Proposition 4.1,
limy, .o P(0™ > ¢/2) =0. In addition, || X™||;. are tight.

PrROOF. With the notation from (74) and (93), define Q" ={6" > ¢/2} N
Q7. By Lemmas 4.1-4.3 and Proposition 4.1, lim, ., P(Q}) =1 and, there-
fore, it suffices to show that P(£2") — 0. On 2" we have

—r £ X2(e) - X2O) =W () W20 + [ w) - CRE (W) du.

and an argument along the lines of the proof of Proposition 4.1 proves the
first claim of the result.

Next we prove the tightness statement. Note that, by assumption, || X"(0)|| <
Cyp for some deterministic constant Cy independent on n. Let ¢ = (2r +
lel|Co)e K-t and Q" = {6" > ¢"} N Q7. On Q" we have (just as in the
proof of Proposition 4.1)

Cr < XE(M) = X7(0) + W) +/ — O (w)] du
0
< X0) 4+ W™) + (C + 1) — K, e
<W(S™) + (Cly 4+ 1)6™ — 2r,
As a result,

(96) lim P(0" >¢") =0.

n—oo
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Let C = Cy + 4r||m||x + 2CHr + 1. On QF, for n so large that ¢ < d, with
the notation a" = [¥] — K,10|p,n, We have

X" |5 < | X™(0)]| + wr (W™, ™)
+ [|m™[|da™ + |m" ||k K e’ + Oy K e

< wp(W", ") +2||m||da™ + C — 1.

Since, by Lemmas 4.1 and 4.2, we have lim,,_oc P(wp(W",¢") 4 2[m||da™ >
1) =0, we conclude that lim, . P(||X"||% < C) =1. In view of (96), this
shows that || X™||5. are tight. O

We turn to prove Lemmas 4.1-4.3.

PRrROOF OF LEMMA 4.1.  We first prove (77). Let R} denote the indicator
of the event that, in the nth system, the kth class-2 arrival was classified
as an arrival of class a. Then ER} = P(R} =1) = oy, (k) given in (69).
Since A7 (t) represents the number of class-2 arrivals up to time ¢ that were

classified as class «, we can write AL (t) = Z?;LY) R}. By (75), we have

A =n2a5(0) - 018 228 (o ),
Y
where throughout this proof C' = (ya1 4 7)k/A2. Fix £ > 0. Then A%(t) > ¢
if and only if A”(t) >n'/2c + K}, where

K= ni/s22C (et —1).

Y
Therefore,
(97) Plthere exists t < T, such that A”(t) >e] < p} + p},
where

p’sz(sup|A§(t)—/\gt|2713/4) —0 as n— oo
t<T

ph = P sup|A3(t) — Ait| <n®/*, and there exists t < T,
t<T
98
(98) A
such that Z Ry >n'/%e + Kf)
k=1

B(n,t)
< P(there exists t < T, such that Z Ry — K'> n1/26>,
k=1
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where 3(n,t) = | A3t +n3/*]. The convergence statement in (98) is due to
the tightness of A% [cf. (56)]. A direct calculation based on (69) shows
B(n.t)
ST B(RY) <K +C'nP/8,
k=1
for all large n, where C’ is a deterministic constant not depending on n.
Hence,
B(n.t)
py < P |there exists ¢ <T such that Z (R} — ERY) >n'/?%e — C'n%/3|,
k=1
Denoting m(l) = Y4, (R} — ERY), we can write

Elm(2)\2T)?
P < Pl = n'/2%/2) < 16 2TV

)

e2n

where in the last step we used Doob’s inequality for the martingale m.

In turn, E[m(1)?] = X4_, o, (k), and substituting 2\37" for [, one finds that

py — 0. As a result, the L.h.s. of (97) converges to zero. A similar calculation,

which we omit, shows that the probability that there exists ¢ <T' such that

A7 (t) < —e also converges to zero. Since ¢ is arbitrary, (77) follows.
Exactly as in the proof of Theorem 2.3, we have

(99) n 2 Wm = 0.
Since X% converges, we have from (80), (81) and (83), for all large n,

X" ()] < K+ [W@)]]
(100)

0y [+ 1K@ ds + T 107, e< o
Using the inequality
(101) It A ™) < T(0) +n~Y2AY(T)
and Gronwall’s inequality, we have
(102) [|X™(1)]| < C1(Kn + [W"(O)] + 0 2AUT) +1), <" AT,
for an appropriate constant C; not depending on n. It follows from (77) that
(103) lim P(AL(T) > n*) =0,
Combining (99), (102) and (103), we have (78). Using (4), (5), (11), (16)-
(18) and the fact that Y (¢) =0, we have, for all t < o™,
Wy (8) + ia(t) = X7 (8),
W (8) + (1) = X2 (8),
Z7 () + Wiy (t) + U (1) = MY
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These equations along with (82) show that
(104) " (@) < Co(1+ | X" ()] + W2 (1), t<o™,

for a constant Cy not depending on n. Combining (101), (103) and (78), we
have (79). The result (79) implies that the processes \T/f]( Ac™) are tight and
that every subsequential limit has continuous sample paths with probability
one. Using this and the time change lemma [4] along the lines of the proof
of Theorem 2.3 above proves C-tightness as claimed. Finally, consider the
last claim in the statement of the lemma. Since 3, =0, (79) shows that
|W"|%, n — 0 in probability. Using this and (56), the claim follows using
again the time change lemma. [J

PrROOF OF LEMMA 4.2. By construction of the policy, By, (t) = AL(t)
for all t < o™. Thus, by (7),

51(0) = 95,(0) + 420 — S [ Wh(5)ds ).
Denote

(105) o(t) = (21 +7)vo(t), t>0.

Recalling that W?(t) = n~Y/2W"(t) = n~'/2W3, (t), using (75), one checks by
direct calculation that

- A t t, —
() = 02(0) + 0" [ols)ds -y [ B2 ds+WEW),  t< o
0 0
where
— A ~ t —
Wyt = An(e) ~ S [ 93(5)ds).

Note that ¢o(t) =k + fé o(s)ds — p21 fg Yo(s) ds, and let v be the unique
solution to

t t
(106) Up) =+ [ ols)ds— gy [ 0i(s)ds.
Then, for t <o",
V20 =t (0) = 2(0) 0
t —~
— iy [ T2(s) =g () ds+ T (1),

By (64), U7(0) —n'/8x — 0. By Lemma 4.1, |W0n|§“/\o" — 0 in probability.
An application of Gronwall’s inequality therefore shows that

(107) |O7 — ! /8ypls, o —0  in probability.
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Also, by (13) and (106), it is easy to see that §"(t) < Ce, + C’fo 0"(s) ds for
t < T, where 6" (t) = [¢ho(t) — 8 (t)|, C is a constant and n'/%¢,, — 0. Hence,
n!/86" % — 0. Along with (107), this proves the lemma. [J

PROOF OF LEMMA 4.3. By (73), the initial values for both Z} and Z§
are greater than 8h/. We thus have {o" < 7"} C Q! UQY, where, for i = 1,2,

O = {there exist up < ug < (" such that

sup 27 (u) < T, 27 () > 60, 27 () < 51}

u€luy,usz)

Step 1. We show that P(Q2}) — 0. Let u; and ug be as specified in the
expression for Q7. Note that the size of the jumps of X" is bounded by
n~1/2. Hence, for u < 7", we have X (u) < —32h/ +n~1/2. This, combined
with (1 4) and (28), and the fact that Y{"(u) =0 for u < o™ imply that
Z1(u) < Z§(u) for u € [uy,us]. According to our definition of the policy, all
class-1 customers are routed to station 2 during the period [uy,us] and only
class-a customers are routed to station 1 during this period. As a result,
B (uz) — By (ur) = 0 and B (us) — By (ur) = AZ(us) — AZ(u1). By (7),
we have

> (W (ug) — W (u1)) = A (ug) — Al (ur) — DY (w1, ug),
i=1,2

where

" (1, 1) : :Z[ (/Otzlll%(s)ds)—Sg(/otllll%(s)dsﬂ, i=1,2.

Note that D;-L(tl,tg) represents the number of departures from station j
during (¢1,t2]. Using (5) and (14), one has on QF that

(108) Wn'? < A (ug) — A% (uy) — D7 (up, up).

Denoting, for j =1,2,
W= 3 85( [ o)
i= 12
(109)  S%(t1,t2) = W (ta) — WP (t1)

+ Z {:uzy/ \II d8+n1/2:ug 2](t2_t1)
i=1,2
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and
. N N t2
A0 (b, t9) = A7 (t) — A (1) + 0P/ / ols) ds,
t1

where p is as in (105), one checks by direct calculation that (108) can be writ-
ten as b/ < A" (u1,ug) — S (u1,uz). Note that g is bounded above. Moreover,
whiby; is bounded below by a positive constant. Using (104) and denoting
A = us — uq we therefore have, for all large n,

(110) B <2 ALJ5 4 wpaen (W], A) — n!2ATA,
where
AT =01 = Con™ L+ IX" [Fagn + ¥ pen),

and C; >0 and Cy are suitable constants. We conclude that P(Q7}) <
P(QF 1) + P(275), where

Q7 = {there exists A € (0,n~/4] such that (110) holds},

QFf o = {there exists A € (n~Y* T such that (110) holds}.
By Lemmas 4.1 and 4.2, A" — C} and |A”[% — 0 in probability, and W*(- A
o") are C-tight. This shows that P(Qf;) — 0. On QF,, if A7 >0, then

n'/4A? < e, must hold, where e, = 2|A” |5 + 2|W %, .. Hence, P( f2) <
P(A} < 0) + P(A} < n_1/45n) — 0. This shows that P(Q}) — 0.

Step 2. We next show that P(Q4) — 0. Letting u; and ug be as in the
expression for QF and arguing as before, one obtains that Z7(u) > Z5(u)
for u € [uy,us] and, consequently, that all class-1 customers are routed to
station 1 during this period. Analogously to (108), we find that on Q%

W'n'/% < AB(up) — Af(ur) — D3 (uq,ug).
Using the inequality Af(uz) — Aj(u1) < A5 (uz) — A (u1) and some direct
calculation, we deduce from the above that
(111) W < AB(uy,ug) — S (uy, us),
where S¥ is as in (109) and
AD(t1,t2) = AB(ta) — AZ(t1) + Non ™12 (ty — t).

Note that the r.h.s. of (111) contains the term ~,n'/?(us — u1), where 7, =
nIND — >im12 Mis¥is. We claim that v, is bounded above by a negative
constant for all n large. Indeed, recall that £5; = 0 and note that from (10) we
have Ag = [i22€55. With (9) and (11), this shows g = 20959 < 37,1 o pi2tj.
The claim regarding -, thus follows from (8).
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Along the lines of step 1, we obtain, instead of (110),
W < wppgn (A8 — W3 A) —n'2ALA,
where A = uy — uq,
AR =Cs — Cyn™ P14 |X"[Fp0n + [0 00n),

and C3 >0 and Cy are constants. The rest of the argument for showing
P(Q3) — 0 is similar to that in step 1 and is omitted. We conclude that
Pe"<t)—0. O

PROOF OF THEOREM 2.4. In view of Proposition 4.1, it only remains to
treat the case where e-x > —1. We can split the sequence of systems into two
subsequences according as e- X9 < —1 or not, and since the result is already
proved for the subsequence on which e - X0 < —1, we will assume, without
loss of generality, that e - X007 > _1 for all n. As a result, the second part of
the definition of the proposed policy applies. In the first part of the proof we
used the fact that the system starts with no queues. In the current situation
we argue that, even if the system starts with a queue, it is brought quickly
to zero. Recall the notation 7' from definition of the policy. Note that, prior
to time 7', there are r, class-1 customers that are kept in the queue and
that, as far as all other customers are concerned, the system behaves exactly
as in the first part of the definition. As a result, we can use Corollary 4.1
with 7 = 1+ sup,, n~/?r, < oo, and it follows that P(7§ <&/2) converges to
1. At time 7' the system is in a state very similar to that in which a system
satisfying e- X0 < —1 is at time zero, in the sense that e - X"(T(?) < —1and
|Z7 (7)) — Z3(78)| < 1. A review of the proof of Proposition 4.1, replacing
the initial values of all processes by their values at time 7, shows that, with
probability approaching 1, Y"(t) is kept zero for ¢ € [¢,T]. As in Section 3,
the only remaining issue is that e "(7g') must be shown to be tight. This is
indeed the case by Corollary 4.1. [

APPENDIX A

LEMMA A.1. (i) All nodes TU J of Gy are connected through the edges
of Gy. (ii) Every nonbasic activity (i,7) € Epp belongs to a simple cycle.

PrOOF. For (i), consider a node of G, i € Z. By (10), 3=, ji;;€;; > 0 and,
therefore, there exists j € J such that £; > 0. This shows that (i,j) € &
and thus, ¢ must be a node of G. A similar argument holds for a node j € J
observing that >, £ =1 by the heavy traffic condition. Item (ii) follows
since Gy, is a tree. O
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PROOF OF THEOREM 2.1. We first show that the relations (3)—(6), when
rescaled appropriately, imply the following;:

(112) XP()= X"+ W () Z%/w s, ieTjed,
JjET
(113) Vi) + Y Ut = XPMt), €T,
JjET
(114) Zr(t) + > Wi(t) = NI, jed,
€T

(115) Yi(t)>0,  Zjt)>0, O@t)>0, i€, jeT,ceC,t>0.
To this end, note that by (15), (16) and (19),
X7 () =n""A(X] (1) — naf)

= X"+ A1) (/\I/ )
]GJ

+ 712 l/\?t n,u”/ vl ]
JjeJ

By (13), (17) and (18), the last term in the above display is equal to

- Z ,uw/ \If s)ds + APt 4+n'/? [)\ - Z ,uwm]]

JjeTJ JET
Using (10), (11) and (13),

1/2 lA - Z M?ﬂ% Z :u'zy 2]

jeJ JjeJ

Combined with (26), this establishes (112) above. Equations (113) and (114)
and the first two inequalities in (115) directly follow from (4), (5), (6), (11),
(14), (16), (17) and (18). For the last inequality in (115), recall that, for
ceC, \i’" = \I'Z"J, where (i,7) = 0~ !(c), and that, for all (i,5) of this form,
vy =0,

]Equations (28)—(29) follow from (113)—(115). As for (27), it suffices to
prove the identity

W7 (1) = Gy (X7(8) = Y7(¢), N™
2"t~ Y s(ei )i,

ceC:(i,5)€c

(116)
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for all (i,7) € £, t > 0. Indeed, with (21) the above implies the identity

= U () == > G (XM(E) = Y (t), N™ = Z7(t))

JjeJ JjeJ

: :mZC C

ceC

which, along with (25) and (112), establishes (27). In order to show (116),
define

7)) YR =950+ Y. s(ei)PrE),  (i,j) €E.

ceC: (i,j)€c

As follows from the uniqueness statement succeeding (22), in order to prove
(116), it is enough to show that {T7;} satisfy the system of equations (22)
with a = X™(t) = Y™ (t) and b= N™ — Z"(t). To this end, note that if (i, ) is
a nonbasic activity, then there is exactly one simple cycle ¢ for which (7, j) is
an edge and one has s(c,i,j) = —1 and, by definition of ¥?, U7 = . This
shows that T7; =0 for (4, ) € Exp. Next, note that, for a given c € C and a
node i € 7 of ¢, there are exactly two edges of ¢ of the form (i, j). By the con-
struction of directions, for these two values of j, the signifiers s(c,,7) must
have opposite signs. As a result, 3-.cc 255 (5.5)ec (¢ i,7)¥"(t) = 0. Changing
the order of summation and using an analogous argument for summation
over 7, we obtain

oY slei )it =0, iel

JET ceC: (i,j)€c
> 2 slei )P =0, jeg.
i€Z ceC: (i,5)Ec

Equations (113), (114) and (118) now show that {Y7.} satisfy (22) with the
values @ and b mentioned above. This proves (116) and in turn, the relation
(27), and completes the proof of the theorem. [

(118)

PrOOF OF LEMMA 3.1. Let X"(t), Y"™(¢t), Z"(t) and {U7(¢)} be given,
satisfying all requirements in the statement of the lemma. Define {7 (#)} ac-
cording to (42). Equations (2), (4) and (5) follow directly from the definition
of G and {s(c,i,7)}. As for (6), it remains only to prove that W}k (¢) >0 for
every (i,j) € &. Along the lines of Lemma 3 of [2], note that ¢* = G(z*,v),
as follows from (11). Using linearity of the map G on the domain D¢ and
the bound assumed on U7,

\I/Z;(t) > Gij(na*,nv)
+ Gi(X™(t) —na” = Y"(t), N" —nv — Z"(t)) — Craon,
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where (' is a constant independent of n, t and the choice of ag and, therefore,

vi(t) = (¥ — Crao)n
= Co(| X7 (#) = na® =Y @) V[IN" —nw = Z7"(#)]]),

where (9 is a constant depending only on the map G. With the assumed
bound on [[X™ — nz*|| V [Y"|| V [[Z"]], using also (14), we obtain W} (t) >
( G Csag)n — Cyn*/? for appropriate constants Cs, Cy independent of n, ¢
and ag. Since ¢;; > 0 for all (i,7) € &p, it follows that ap > 0 may be chosen
so that, for all large n, W}%(t) > 0. O

SKETCH OF PROOF OF PROPOSITION 2.1. We simplify the notation by
wrltlng A" A" X™ and, respectively, X" for Ab L AOL, X XOL, and so

n (there w111 be no confusmn) Note that an analogous result to (56) holds
and7 in particular, for every t,

(119) n" AT (t) — A, in probability,
as n — oo. Fix t > 1. By (112), we have

X7 (t) = X7(0) ZMJ/ T (s) ds + A2 (2),
where

(120)  AN(t) = [ 28 ([ sy ds ) + Gty — ) [ W),

By (5) and (6), \I/Z(t) is bounded. An argument as in step 2 in the proof of
Theorem 2.3 shows that the first term in (120) converges to zero in proba-
bility. Since uj; — pij, so does the second term and, in turn, A?(t) — 0 in
probability. It can be shown that there exists a constant § > 0 depending
only on (A, X, 1), such that, for any sub-stochastic matrix (&;;),

J

Let Q" = {for all i € Z, |A?(t)| + |t LA?(t) — M\}| <6/3}. By (119), we have
P(Q") — 1. Define

g =t [T gy S
———ds, i —.
T ) Ty Y 5Z 7
It can be shown by (5) and (8) that A} — 7, fi;; % > Nj — > fuij € 7 —0/3, for
all n large and all <. Since 5 is sub-stochastic, (121) 1mphes that, for some i,

we must have A, — > Hij 5” > 0, hence, X, — > Hij &5 = 24/3, for some i.
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This can be used to show max; X]'(t) > 6t/3 on Q". Due to the relation
YU (t) + 30, () = XT'(t), we have Y;"(t) > X['(t) — C, for all i, where C

)

does not depend on n or t. Hence, max; Y;*(t) > 6t/3 — C. We conclude that
on Q" for all n large, >, Y, (t) > [6t/3 — C]n, and the result follows. O
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