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of i.i.d. servers that serve one class of impatient i.i.d. customers. Arrivals follow a Poisson process and service
times are exponentially distributed as are the customers’ patience times. We propose a diffusion approximation
which applies simultaneously to all existing many-server heavy-traffic regimes: QED, ED, QD and NDS. We prove
that the approximation provides accurate estimates for a broad family of steady-state metrics. Our approach is
“metric-free” in that we do not use the specific formulas for the steady-state distribution of the Erlang-A queue.
Rather, we study excursions of the underlying Birth-and-Death process and couple these to properly defined
excursions of the corresponding diffusion process. Regenerative-process and martingale arguments, together with
derivative bounds for solutions to certain ODEs, allow us to control the accuracy of the approximation. We
demonstrate the appeal of universal approximation by studying two staffing optimization problems of practical
interest.
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1. Introduction Heavy-traffic limits provide tractable means to approximate and optimize the per-
formance of various queueing systems. Often, the limit is characterized by a diffusion process. When
the diffusion process admits a steady-state distribution, that distribution can serve (under appropriate
conditions) as an approximation for the steady-state distribution of the pre-limit queueing system.

The diffusion-limit approach to the study of queueing systems has been successfully applied to study
large-scale service systems, as part of what came to be known as “many-server heavy-traffic approxima-
tions”. Our focus here is on approximations to the M/M/n + M (also known as the Erlang-A) queue
— this is a queue with Poisson arrivals, i.i.d. exponential service times, n servers and i.i.d. exponential
patience times. The Erlang-A queue is a central building block in the study of service systems, most
notably call centers, where abandonment plays a non-negligible role; see [28] Section 2].

In the many-server-approximations framework, one considers a sequence of queues with individual
service rate p and abandonment rate 6, indexed by the arrival rate A. Letting n* be the number of

servers in the A\** queue, define
)\ A
p =
un
to be the offered utilization. Let X*(t) be the number of customers in the system (in service or in queue)
at time ¢. The process X* = (X*(¢),t > 0) is then a Birth-and-Death (B&D) process on the non-negative

integers, with birth rate A(z) = A and death rate u(x) = u(z An*) + 6(z — n*)T in state z.

The specific value of p = limy_,o p* (assuming it exists) induces a useful categorization into operational
regimes, which relates p to the fundamental metric of the probability of delay; see [15]. If p < 1, we
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say that the system operates in the Quality-Driven (QD) regime. Here, capacity is significantly greater
than the load and the fraction of customers experiencing any delay before entering service converges to
0, as A — oo. Further, the number of abandoning customers decreases to 0 exponentially fast, as A
grows indefinitely; see [I8] [39]. This is in contrast to the Efficiency-Driven (ED) regime in which p > 1,
where essentially all customers are delayed before being served and a non-negligible fraction of customers
abandon; see e.g. [40]. Finally, the case in which p = 1 and VA(1 — p*) = 8 € (—o0, 00) is referred
to as the Quality-and-Efficiency-Driven (QED) regime because it offers a combination of high efficiency
and quality of service. The deepest characteristic of the QED regime, introduced by Halfin and Whitt
[17] for Erlang-C, is in terms of the limiting probability of delay, which is to be strictly between 0 and 1.
For Erlang-A, an additional characterization is in terms of the fraction of abandoning customers, which
approaches 0 at a rate of 1/v/); see e.g. [I5]. A QED refinement of the ED regime (ED4+QED) was
introduced in [29], in order to generate staffing that accommodates constraints on the probability that
waiting time exceeds a fixed target 7.

More recently, an additional many-server regime was studied by Atar [5], who entitled it the Non-
Degenerate-Slowdown (NDS) regime. As in the QED regime, one sets v A(1 — p*) — § € (—o0,00) but,
in contrast to the QED regime, the individual service rate scales here with A proportionally to vA. In
this regime, in particular, n* is proportional to v/A. The NDS regime offers a hybrid of the QED and
ED regimes — as in the former, the fraction of abandoning customers approaches 0 at the rate of 1/ VA
while, as in the latter, the probability of delay approaches 1, as A approaches co. We consider the NDS
regime in §C|

We refer the reader to [15], 29 41 [B] for more detailed discussions of operational regimes. Towards
constructing a universal approximation, it is useful to identify

v () 1

as the “balancing” point in the state-space of X* at which the inflow rate equals the outflow rate, i.e,
A = pu(n* A AY) + 0(A* — n )t This state serves as a first-order proxy for the number of customers in
steady-state. When n* < \/u, we have that AN = n* + (A —n*p)/6 so that the balancing point is where
the queue is strictly positive. If n* > A/u, then AN = \/u so that the queue is, in first order, empty.
Using the known diffusion-limit results (see [38]), one can verify that, under any of the multi-server
regimes ED, QD, QED or NDS, the process convergence

XA_AA
VA

holds, where X is an Ornstein-Uhlenbeck (OU) type process whose specific structure depends on the
specific regime.

=X (2)

Given this process convergence, one further expects the steady-state of the diffusion process X to
provide an approximation for the steady-state of the pre-limit queues, that is

- X/\(Of}/\_N = X (),

where X (c0) has the steady-state distribution of the corresponding OU type process. Making such
approximation rigorous requires a limit interchange result; see the discussion on page 6 in [38]. This has
been proved for the QED regime in [I5], for the ED regime in [40] and for the QD regime in [39] (whose
arguments for Erlang-C apply also to the Erlang-A queue). It has not been proved yet for the NDS
regime. A byproduct of our analysis is that the limit interchange holds universally; see Remark

)/(:)‘(oo) :

The fact that the process-limit is regime-dependent, motivates the universal approximation for the
Erlang-A queue that is proposed in [38]. The author introduces a Brownian approximation, Y*, for each
A, that covers the QED, NDS and conventional (or single server) heavy-traffic regimes. The proposed
approximation is universal in the sense of process convergence in the QED and NDS regimes: if one
assumes QED scaling, then (}”‘ —n?)/ VA converges weakly to the OU process characteristic of the QED
regime. If; in contrast, one assumes the NDS regime (or the single-server conventional heavy-traffic one),
(Y* — n*)/V/A converges weakly to the reflected OU process, which is characteristic of this regime; see
[38, Theorem 4.1].
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Such process convergence is not the subject of this paper. Our approach to universality is different.
We are primarily interested in pre-limit approximations (rather than limits) for steady-state metrics and
their associated error bounds. We do not use weak convergence or diffusion-limits per se. Instead, for
each )\, we offer a diffusion process, Y*, where the parameters \,p,6 and n* appear explicitly in its
characterization (see (3]) below). We prove that, regardless of the underlying regime, X*(00) and Y*(00)
are “close” to each other in terms of their expected performance metrics; see Accordingly, we refer
to our proposed process Y as a universal diffusion.

The universality of the approximation and, more specifically, the performance bounds that we provide
build on a novel analysis approach. To elaborate, a possible approach towards steady-state approxima-
tions is to use the explicit expressions for the distribution of X*(c0). One computes, for each integer
k, the corresponding steady-state probability P{X*(co) = k} and use it to obtain various performance
metrics; see e.g. [28, Appendix A]. To compare the B&D process to the diffusion process, one can ana-
lytically bound, for example, the gap between P{X*(c0) > k} and P{Y*(00) > k}. This is the nature of
the approach in [42] 6].

In contrast, we do not use the specific expressions for the steady-state distribution of X*(00). Rather,
we introduce an excursion-based approach that circumvents the exact expressions. Our contribution has,
then, four interrelated elements: (a) Universal approzimation: We have a family of diffusion processes
such that, for each A, the diffusion process explicitly depends on the system parameters and applies to
all regimes. (b) Refined bounds: We provide order-of-magnitude bounds for the accuracy of the proposed
approximation, for a large family of performance metrics. (¢) Universal optimization: We demonstrate
this via two (asymptotically) optimal staffing problems. (d) FEzcursion-based analysis: Our analysis
relies on the regenerative and martingale structure of both the diffusion and the B&D processes, and on
properties of smooth solutions to certain ordinary differential equations.

We next expand on each of the above.

1.1 A “universal” approximation For each )\, we propose Y* to be the diffusion process given
by the unique solution to the stochastic differential equation (SDE)

YA(t) = Y20) + M — u/t(YA(s) AnMNds — H/t(YA(S) —n*)Fds + V2XAB(t). (3)
0 0

There is an intimate relation between the diffusion process Y* and _the limit process that arises in the
QED regime. Assuming that * := (n*u — \)/V/A = 3, the process Y* = (Y —n*)/v/X would satisfy
the SDE

YA(t) = YA0) — Bt + u/t(?’\(s))_ds - /t 0(Y*(s))*ds + V2B(t),
0 0

which is the OU type process obtained as a limit in the QED regime; see [38, Theorem 2.2]. In a
sense, then, we “universalize” the QED diffusion by allowing its drift and diffusion coefficient to depend
explicitly on the parameters, p, A and n’; see further discussion in our Remark The process Y
could also play the role of a “strong approximation” for X* (see Remark . This implies that, for any
of the multi-server regimes (QED, ED, QD, NDS),

Yr— AA

VA
here X is any of the four OU type processes, obtained from the scaled and centered queueing processes in
(2), each corresponding to an underlying regime. Whereas establishing process-limits is not the subject

of this paper, the fact that (Y* — A*)/+/X has the “correct” limits serves as a strong indication of it
being a natural choice for a universal approximation.

= X;

We prove that our universal approximation provides accurate steady-state metrics regardless of the
underlying regime. Such universality is useful for purposes of performance analysis, data inference and
optimization. The value for performance analysis is clear, as demonstrated in Indeed, considering
a fixed queueing system, it is useful to have performance metrics that are relatively precise yet offer the
tractability of diffusion approximations. Such approximations of queues have been recently used also for
the purpose of structural inference (see e.g. [2]). In this context, a universal approximation allows one
to avoid apriori assumptions about the operational regime that underlies the data. Finally, in §1.3] we

describe the application of our approximation to universal optimization.
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1.2 Error bounds: performance analysis Our main result, Theorem states that Y*(co) pro-
vides an accurate universal approximation for the original B&D process. By this we mean that, for each
non-negative integer m, universally

m—1

E[(X*(00) = AM)™] — E[(Y*(c0) =AM = O(VA" ), (4)

as well as L

sup [P{X*(00) > 2} = P{Y*(00) = 2} = O(VA );
x>0
here we use the convention that for two sequences {z*} and {y*}, 2 = O(y?) if limsup, _, . [2*|/|y*| <

0. Letting Q*(00) := (Y*(c0) — n*)T, we obtain as a consequence of () that
E[Q*(00)] — E[Q*(0)] = O(1), (5)

or, in other words, that the queue length is approximated, up to a constant, by the “queue” of the
Brownian approximation. We cover a rather broad family of functions, of which the power functions in
are special cases.

The universality of the approximation comes at some cost. If, for example, one restricts attention
to the QED regime, the errors in exceed those of [42]: the guaranteed precision is o(1), namely the
error vanishes in absolute terms as A grows. There is also a “complexity cost” when specializing to the
ED regime. In [6] it is shown that, in the ED regime and for the special metric of the expected queue-
length (see ), the simple fluid model is as precise as our, more complicated, universal approximation.
The returns for these “costs” are the universality of our proposed approximation, the generality of our
performance metrics and the expression-free nature of our proofs.

1.3 Universal optimization Typical optimization problems seek to minimize capacity costs subject
to service-level constraints (see [29]) or, alternatively, minimize a weighted cost of capacity and service-
level (e.g. [7,[6] and the references therein). In this context, a caveat with heavy-traffic limits is that
these require imposing assumptions on the scaling of the constraints or of the cost coefficients.

1.3.1 Constraint Satisfaction As a case in point, consider the problem of minimizing the number
of servers while maintaining a pre-specified bound, «, on the fraction of abandonments. Limit-based
solutions depend on the way in which a scales with A. If it is not scaled, as in () = «, then the system
operates optimally in the ED regime and it is asymptotically optimal to use n* = (A/u)(1 — @) + o())
servers; see [29] Section 4.3]. If, on the other hand, a(\) = c/\&, for some ¢ > 0, a rather different solution
emerges. Here, the system operates optimally in the QED regime and the recommended staffing has the
so-called square-root staffing solution n* = A/ + B+/A/pu+0(v/A), where 3 is a function of ¢, p and 6; see
[29, Section 4.3]. From a practical point of view then, using heavy-traffic limits requires an interpretation
step. If, for example, A = 100, 4 = 1 and @ = 3, a 5% abandonment target may be interpreted as
corresponding to a(\) = a = 0.05 or, alternatively, as a(100) = 0.5/4/100 = 0.05. The real optimal
solution obtained by using an Erlang calculator [I] is 101 servers. Our universal approximation provides
the same solution; see If one assumes that o does not scale with A\, the ED-based recommendation is
(M) (1—a) = 95 servers. When applied to the queueing system, this results in a 8.1% abandonment rate
instead of the targeted 5%. If, on the other hand, one interprets the constraint as a(\) = 0.5/v/), the
QED-based solution is 101 servers, which recovers the precise solution in this case. This, in particular,
supports the robustness of the QED regime (which is mathematically supported by our results and by
the connection, discussed above, between the QED diffusion and our universal approximation). The ED
staffing level does produce reasonably good solutions when A is larger. With A = 1000, for example, the
ED staffing level amounts to using 950 agents (the precise optimal solution is 954, as also identified by
the universal approximation). Using 950 servers will result in 5.3% abandonment which is only a minor
violation of the target.

1.3.2 Cost Minimization The need for an interpretation step arises also in the context of cost
minimization, where one seeks to minimize weighted costs of staffing, waiting and abandonment. Such
optimization problems were studied for the Erlang-C queue (i.e, with no abandonment) in [§] via limit
arguments and we re-visit this problem for the Erlang-A queue in Specifically, assume that p and 6 are
fixed and let E[Q(A,n)] be the expected queue length when the arrival rate is A and there are n servers.
Similarly, let Ab()\,n) be the fraction of abandoning customers. Let C2, C;‘ and C)‘b be, respectively, the

a
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cost per server per unit of time, the cost incurred by a customer waiting one unit of time and the cost
per customer abandonment. Consider the optimization problem

15161&1 {Con+ CIE[Q(A,n)] + CoyAAb(A,n) } .

A single example suffices as a case in point for the introduction (additional numerical experiments appear
in . For the case = 0 = 1, A = 100, C2 = 2, and C} = C;, = 10, the optimal solution (identified
through direct enumeration and an Erlang calculator) is 113 servers. This is also the solution recom-
mended by our universal approximation. If one interprets C2, C;‘, C;‘b as being constants (that do not
scale with \), the system operates optimally in the QED regime and an asymptotically optimal solution
is given by a square-root staffing rule; see [7, Proposition 1]. Asymptotic optimality in the context of cost
minimization has not been yet studied at the generality of the Erlang-C queue [§]. For example, it is not
known what asymptotically optimal recommendation emerges should one interpret the cost coefficients as
corresponding to C2 = 2 but C;‘ = C;‘ = v/\. For our purposes, the important fact is that the universal
approximation, being explicitly dependent on the parameters, can be directly applied without the need
to interpret the parameters and results, in this case, in an accurate recommendation. We return to both
the constraint satisfaction and cost minimization problems in

1.4 The excursion-based argument For stable B&D processes, steady-state metrics are given by
averages over finite (albeit random) horizons. Specifically, the positive recurrence of X* = X* — A*
guarantees that, for every function f that is integrable with respect to its steady-state distribution,

LB (X (s)ds]
o El [T)‘] ’

where 7% is the first hitting time of X* at 1 after hitting 0, )~()‘(oo) is a random variable having the
steady-state distribution of X* and E, is the expectation conditional on X*(0) = y. (There are other
ways to choose the regenerative cycle but this specific choice will be useful in what follows.) For the
diffusion process Y* = Y — A*| it similarly holds that

Eilfy f(Y*(s)ds]

BLA(V(00)] = =g e

E[f(X*(c0))]

for appropriate functions f, where 7 is the first hitting time of Y* at 1 after hitting 0 and, with abuse
of notation, E, also denotes expectation conditional on }7’\(0) = y. Thus, towards obtaining a universal
Brownian approximation, it suffices to approximate X on the (random) finite horizon [0,7) by 1%
on the time interval [0,7%); and the fact that the duration of the excursion becomes small (O(1/v/X))
guarantees that Y* and X* do not “drift apart” and enables an accurate approximation.

Brownian approximations over finite horizons (rather than limits for scaled processes) are well studied
through strong approximations. These can be used for various queueing systems; see e.g. [27] (which
covers, in particular, the Erlang-A queue) as well as [I0], 11] and the references therein. We observe that
the process Y in is simpler than a direct strong approximation of the Erlang-A queue. Indeed, a
strong approximation of X* would be given by a standard Brownian motion B and the unique strong
solution Y of

YA () = XA — ltv>‘s nMds — tv)‘sfn)‘+s ta)‘v)‘s s
(1) = XA(0) + Mt M/O(Y()A ) e/oaf() >d+/0 (VA(s)dB(s),  (6)

where, for each z > 0,
(oMx)? = A+ p(z An?) 4+ 0(x —nM) 7T, (7)

The simplicity of Y, relative to Y2, is facilitated by the relationship between the steady-state metrics
and excursions of (short) random length; see Remark While strong approximations turn out to be
inappropriate for the purpose of getting the error bounds that we seek to prove, the idea of treating
the approximation of steady-state metrics as that of performance-comparison over finite horizons, albeit
random, is valid and lies at the core of our analysis, as we explain next.

Let 7' be the first time that the diffusion process Y> = Y* — A hits 0. Let A* be the generator of
Y*. Then, it is a matter of standard arguments that

A _ ‘Fi\ ~>\8 s
v<y>—Ey/O FF(s))d
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solves the ordinary differential equation (ODE)
ANV = —f, VH0) =05

see equation . Similarly, let 7, be the first hitting time of X* = X — A* to the state 0. Let B
be the generator of the B&D process X*. Applying Dynkin’s formula (heuristically at this stage) one
obtains that, for each y > 0,

E,VMNXMN))] =V y) + B,

T/\
/ B/\V)‘(XA(S))ds] ;
0
see equation (40). Recalling that XX7)) =0, V0) = 0 and AV = —f, we then have that
o
| @ s
0

1% (y) — E, =E,

. .
/ (A (XA(s)) = BIWAEN(s)) ) ds] . (8)
0
In particular, to bound the gap

T’i\ XA — ;3\ N)\S S
EV F(RN(s))ds| — B, [/ f<Y<>>d],

it is enough to bound the right-hand side of . It is here where much of the challenge lies. We use
preliminary order bounds on the hitting times, gradient-bounds for V* (see Lemma and martingale
arguments to bound this error term. We can then approximate the integrals over excursions of the B&D
process by those of the diffusion process. Finally, the cycle [0,7}) — starting at 1 until returning to 1
after hitting 0 — can be decomposed into two parts — an upper excursion (starting at 1 until hitting 0)
and a lower excursion (starting at 0 until hitting 1). The above arguments are applied separately to each
of these excursions and then combined to bound the gap between E[f(X*(c0))] and E[f(Y*(c0))].

The idea of considering a sequence of Brownian queues and using gradient bounds, together with a
martingale argument, to show that a Brownian approximation is “close” to the real queue is adopted from
[]. There, it is used towards the study of an optimal control problem in a multi-class queue. Specifically,
our function V* serves as the analogue of the value function of the diffusion control problem in [4]. To
the best of our knowledge, we are the first to use such process-based analysis to obtain error bounds on
the steady-state distributions.

To summarize, the three key elements in our analysis are (i) regenerative structure of the queueing
and diffusion process, (ii) derivative bounds for the “value” function of the diffusion process, and (iii)
martingale properties of the queueing and diffusion processes. In §6| we discuss the potential application
of these ideas to other queueing systems.

Notation: Our main results concern bounds that are uniform in the arrival rate A. Following standard
terminology, we write a* = O(b) for two sequences {a*} and {b*} such that limsup, _, . |a*|/|b*| < oo.
The queueing processes that we consider are assumed to be right-continuous with left limits (RCLL) and
we let D[0, 00) be the space of such functions on [0,00). For z € D we denote Az (t) = x(t) — z(t—).
The Birth-and-Death (B&D) process X* and the diffusion process Y* that we will construct are real-
valued Markov processes. For a Markov process Z on a complete and separable metric space, we write
P,.{Z(t) € -} for the conditional probability P{Z(t) € -|Z(0) = x}. The operator E,[] is then the
expectation with respect to the probability distribution P,{-}. In the analysis below, the probability and
the corresponding expectation are applied interchangeably to the B&D process and the diffusion process;
the correct interpretation will be clear from the context. A distribution 7 is said to be a stationary
distribution, if for any bounded continuous functions f, E.[f(Z(0))] = E[f(Z(t))], for all t > 0. Tt
is said to be the steady-state distribution if for every such function and all x € X, E,[f(Z(¢))] —
E.[f(£(0))] as t — oo.

When considering a Markov process, Z, that admits a unique steady-state distribution, we use Z(o0)
to denote a random variable with this steady-state distribution. We use the conventions Ry = [0, 00) and
N = {0,1,2,...}. For an I-times differentiable function f : R — R, we write f((-) for its I** derivative.
Finally, we use the term absolute constant when referring to a strictly positive constant that does not
depend on A.
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2. Martingale representation and the universal diffusion We consider a family of M /M /n+M

queues indexed by the arrival rate, A € R;. The service rate p > 0 and the patience parameter 6 > 0 are

fixed throughout the sequence. The number of servers in the A** system is n*.

Let Z*(t) be the number of busy servers in the A" system at time ¢ and Q*(t) the queue length at
that time. The process X*(t) = Z*(t) + Q*(t) captures the headcount — the total number of customers
in the system at time t — is then a B&D process on the non-negative integers. With € > 0, it is known
that X* always admits a steady-state distribution. We denote by X*(co) a random variable that has
this distribution.

It is standard to construct the sample paths of X*, through time changes of unit-rate Poisson processes,
in the following way:

XMt) = XM0)+ E(\t) — S (u /Ot Z’\(s)ds> - N (9 /Ot Qk(s)ds) , >0, (9)

where E(-), S(-), N(-) are independent unit-rate Poisson processes. Since there can be no idle servers
simultaneously with a positive queue, we have

QMNt) = (XMt) —nM)T and  Z(t) = X () An. (10)
As a result, @ is equivalently written as
XA() = XM0) + E(M) — S (M /t(XA(s) A n’\)ds> ~N (9 /t(xk(s) - nk)+d5> .
0 0
Let
MMNt) = BE(\t) — Mt,
320 =5 (i [ () Ards) — [ () A,

MMt) = N <e /t(X’\(s) _ n’\)+ds> - o/ot(xk(s) s,

0

Each of these processes is a square-integrable martingale with respect to the filtration F* = (F, ¢ > 0),
given by

Fl=0o {E()\s),S (u /OS(X*(U) /\n)‘)du> N (0 /OS(X*(U) - n)‘)+du) s < t} ;

see [3I], Section 2]. In turn,

MA(t) = MR (1) — M2(t) — M)(1) (11)
is itself a square-integrable martingale with respect to F*. We write
t t
XA(t) = XM0) + M — u/ (XM(s) A n)ds — 9/ (XM(s) = n®)*ds + M (2). (12)
0 0
Letting
W)= X—plzAnt) —0(x —n)T, (13)

we arrive at the representation

XA (t) = X20) + /t WNXA(s))ds + MA(t), t>0.
0

A sequence of “Brownian queues” For each )\, introduce a standard Brownian motion B =
(B(t),t > 0) and, given an initial condition Y*(0), consider the diffusion process Y* defined through
the following stochastic differential equation (SDE):

t

YA (t) = Y0) + / Y (YA(s))ds + V2AB(t). (14)
0

The Lipschitz continuity of the drift guarantees that (given B and Y*(0)) there is a unique solution Y* to

(T4). Furthermore, the process Y is a semi-martingale with respect to the self-filtration of the Brownian

motion B.
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REMARK 2.1 (on the universality of the diffusion coefficient) The diffusion process Y* and the
B&D process X* share the drift function b*(-). The predictable quadratic variation of the martingale
M? is given by

M (t) = t’\ss t)‘s s.
(M >(t)7)\t+,u/OZ()d +9/0Q()d

Note that, in steady-state, one has A = uE[Z* ()] + 0E[Q*(2)], for all 0 < t < oo; thus, E[(M™)(t)] = 2At,
and it is intuitively reasonable to construct our universal approximation Y* with the diffusion coefficient

V22X,

Diffusion coefficients that do not depend on the state are prevalent when considering diffusion limits of
queueing systems. Indeed, the state-independence of the diffusion coefficient extends beyond Markovian
queues; see e.g. the recent work [21] and, specifically, Corollary 5.13 there. Interestingly, a key outcome of
our results is that, even without scaling, one can ignore the state-dependence of the diffusion coefficients
for approximations of steady-state metrics. This is further discussed in the next remark. =

REMARK 2.2 (on the connection to strong approximations) A strong approximation to the B&D
process X* is the diffusion process Y* defined in (G). Formally, from strong approximation theorems
[27], one can choose the Brownian motion (and in turn Y*) such that, a.s. for each t > 0,

XNs) — YA(S)) = O(ln N).

sup

s<t
(The O(-) does depend on t.) Given that Y preserves the state-dependence in its diffusion coefficient (see
@), one expects that replacing our universal diffusion process with Y results in better sample-path
bounds. Indeed, an analysis similar to the one in [12] yields, a.s. for each ¢ > 0,

sup | X*(s) — Y2 (s)| = O((AInln X)/*(In X)Y/2).

It follows that Y provides more accurate sample-path approximations than Y*. However, in steady
state this is not the case: Y* is as accurate as Y, which is appealing from a practical point of view,
given the former’s relative simplicity. "

The steady state of the “Brownian queue” The diffusion process Y has a piecewise-linear drift
b (-) (13), which “pushes” Y* towards the “center” A* (see and the discussion below it). From this
and [9], it follows that

LEMMA 2.1 For each X\ € Ry, the diffusion process Y™ has a unique stationary distribution which is also
its steady-state distribution. Moreover, E[(Y*(c0))™] < oo for each m € N.

Henceforth we denote by Y*(0o) a random variable having the steady-state distribution of Y*. Letting
B = (n*u — \)/V/A, the density of Y (0c0) — n? is given by (see e.g. [9])

VE ORI 1) o ax ,
77’\(3:) — \ﬁ (f((b(/ﬁ\/\f/\/m)\/ ; p(B*, 1, 0), ifx <0,
e Ve e e 8),  ifx >0,

(15)

where
(3, ¢5k/\f ) 1—®(8*/V0)
(BN V) (82 /V0) ’

and ¢ and ® are, respectively, the standard normal density and cumulative distribution functions.

1+

Significantly, the specific expression of 7* is not needed for the theory that we are developing (our

excursion-based framework). It plays a role only in concrete calculations, for example when solving
optimization problems associated with Erlang-A; see §5] Indeed, in such calculations, one takes advantage
of the form of 7*, which is more amenable to analysis than the steady-state of X*.
The remainder of the paper: We state the main result and important corollaries in §3| Section
is dedicated to the proof of the main result. Section [5| then studies implications of the universal
approximation to two well-studied optimization problems. Finally, §6 provides concluding remarks and
discusses possible extensions of our framework. Throughout the remainder of the paper, we state and
prove the key results while relegating proofs of auxiliary lemmas to the appendix.
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3. Main results Recall where

N (N ()

To simplify notation, we assume without loss of generality that A* € N; see Remark Define
XMNt) = XMt) — A and YA(E) = YA(t) — AN

DEFINITION 3.1 (sub-polynomial functions) A sequence of differentiable functions f* : R — R is said
to be uniformly sub-polynomial of order m € {1,2,...} if there exist absolute constants a1, as such that,
for all X,

m m—1
|fAM )] < a1V + aglz|™ and |(fNP (x)] < a; VA + ag|z|™

It is said to be uniformly sub-polynomial of order m = 0 if there exists an absolute constant as and a
sequence {a*} such that, for all \,

P@IVINP@) <as VeeR and (M)P@) =0 Vo ¢ (@ a*+1).

We let S,, denote the family of uniformly sub-polynomial function-sequences of order m.

The following is the main result of our paper. It is proved in §4]

Theorem 1 Fiz m € N and {f*} € S,,,. Then,

E [P (00)] — B[/ (7 ()] = 02" ).

We next state three corollaries that draw implications of practical interest from Theorem All
three corollaries are proved in the appendix. The performance metrics that we consider — queue length,
probability of delay and variance — are themselves not sub-polynomial functions of X* but implications
of Theorem [1| can be drawn for these via relatively straightforward manipulations.

The first corollary is concerned with the expected steady-state queue length and is instrumental in
our exploration of optimization problems in Recall that Q*(oc) = (X*(c0) — n*)* and, for the
proposed approximation, define Q*(c0) = (Y*(o0) — n*)™ which, using (L5), satisfies

~ VA

E[Q*(c0)] = - p(B*, 1, O)][h(B*/V0) — B>/ V1], (16)

with h being the hazard rate of the standard normal distribution, i.e, h(z) = ¢(z)/(1 — ®(x)).

Corollary 1

EXAMPLE 3.1 (queue length)

(i) fixed A\, varying n: Consider the Erlang-A queue with A = 500, u = 1, 8 = 0.5. The top graph
in Figure [1| displays E[Q*(c0)] vs. the universal approximation E[Q*(c0)], as a function of the
number of servers n. The bottom graph displays the errors E[Q*(c0)] — E[Q*(c0)], again as a
function of n.

(ii) fixed p, varying \: Here we consider various values of the offered utilization p* = \/(n*u). For
each fixed value of the utilization, we vary A between 20 and 2000 and increase n* as needed to
keep p* fixed. We then plot the absolute errors [E[Q*(00)] — E[Q*(c0)]| as well as the function
1/v/X. The result is displayed in Figure This numerical experiment suggests that the error
may be, in fact, O(1/v/A) and, in particular smaller than the O(1) predicted by Corollary The
next case, shows, however, that the bound O(1) is tight.
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Figure 1: Expected queue approximation: fixed A, varying n: 250 < n < 750

(iii) varying p* with A (QED): We vary A between 20 and 2000 and set the capacity to a square-
root staffing n* = [A\/u + B+y/A/p] with 3 = 1. The result is displayed in Figure [3| where the
upper graph displays the queues in the Erlang-A queue and in the universal approximation and
the bottom graph displays the absolute error. Here, the error approaches a constant as \ grows
large.

REMARK 3.1 (on parameters in numerical experiments) In the above and subsequent examples,
we are using p > 0: in words, average patience exceeds average service times. Based on our practical
experience [34], such a relation is prevalent, with /6 = 2 being not uncommon. One should add that,
based on extensive numerical experiments that we performed, the numerical outcomes reported here are
representative of the full range of 6 values, above and below p (with the exception of an overloaded
system with § << p, which approximates an unstable Erlang-C queue). "

Corollary 2

sup [B{X*(00) 2 a} ~ P(Y*(o¢) 2 2}| = O (V). (17)

or equivalently, for any sequence {a},

P{X*(00) > a*} — P{Y}(o0) > a*} = O (ﬁ_l) . (18)

EXAMPLE 3.2 (probability of delay) An important application of Corollary [2| is the probability of
delay, corresponding to a* = n* in , for each \. In this example we compare P{X*(c0) > n?} to
P{Y?*(00) > n*}.

(i) fixed A, varying n: We fix the parameters as in Example (i). The top graph in Figure
displays P{X*(c0) > n*} vs. its universal approximation P{Y*(c0) > n*}. The bottom graph
displays the absolute error |[P{X*(c0) > n*} — P{Y*(c0) > n*}|.

(ii) fixed p, varying \: We fix the parameters as in Example ii) but replace the queue length
with the delay probability. The result is displayed in Figure
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Figure 2: Expected queue approximation: fixed p, varying A: 20 < A\ < 2000
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Figure 3: Expected queue approximation: varying p* with A (QED): 20 < A < 2000
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Figure 4: Probability of delay: fixed A, varying n: 250 < n < 750

(iii) varying p* with A\ (QED): We repeat the setting of Example (iii). In Figure |§| it is seen
that the bound O(1/+v/}) is tight.

Our last corollary compares the variance of Q*(co) to that of Q*(co).

Corollary 3 B
Var(Q*(00)) — Var(Q*(00)) = O(VX).

EXAMPLE 3.3 (variance of queue length) In this example we compare Var(Q*(c0)) to Var(Q*(c0)).

(i) fixed A, varying n: We fix the parameters to be as in Example (1) The top graph in Figure
displays Var(Q*(c0)) vs. its universal approximation Var(Q*(cc)). The bottom graph displays
the error Var(Q*(o0)) — Var(Q*(00)).

(ii) fixed p, varying \: We fix the parameters as in Example ii) but replace the expectation of
the queue length with its variance. The result is displayed in Figure [§]

(iii) varying p* with A\ (QED): We fix the parameters as in (iii). As before, it is seen in Figure
|§| that the bound O(v/)) is tight.

4. Proof of the main result This section contains the proof of Theorem 1} It is divided into three
sub-sections. In E we define regeneration times for X* and Y* — in both cases, these are based on
return times to A*. We then distinguish between cycles which are above A* (upper excursions) and
those that are below (lower excursions). Sections and are then devoted, respectively, to the study
of the upper and lower excursions.

4.1 The regenerative structure A starting point for our analysis is the intimate relationship
between regenerative structure and steady-state distributions. Recall that X* = XA —A* YA = YA - AA,
and A* is assumed to be integer. This assumption is made without loss of generality; see Remark
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Figure 5: Probability of delay: fixed p, varying A: 20 < A < 2000

Whereas consecutive visits to a point y € N constitute a renewal process for the process XX ~on the
basis of which a regenerative process can be constructed, this is not so for the diffusion process Y?*; see
e.g. [3, page 174]. As we wish to compare the B&D process and the diffusion process, we use a common
definition for the underlying renewal process. We define (for both) a regeneration as the first visit to
state 1 after visiting state 0. Formally, let

TMs) == inf{t > s: XN(t) =0}, 7(s):=inf{t >s: X (t) =1},

u

and

Define similarly
FNs) i=inf{t > 5: Y MNt) =0}, 7)(s)=inf{t >s:Yt) =1},

u
and
P = RNENE)).
For obvious reasons we refer henceforth to the interval [0, 7)) (respectively [0,7,\)) as the upper excursion
for X* (respectively Y*) and to the interval [t},7}) (respectively [7},7})) as the lower ezcursion for X*
(respectively V).

The composition of stopping times is well defined. Both V> and X* are strong Markov processes (e.g.
[3, Theorem 1.1] and [19, Theorem 4.20]) and have a regenerative structure with 7 and 7* being the
regeneration times for Y and X?*, respectively. Define Tj' = 0 and, recursively, define Tf‘H = tMT) (if
T} = oo, one sets T} | = oo). With X’\~(O) = 1, the sequence T3 < T < ... constitutes an (undelayed)
renewal process. A renewal process for Y is constructed similarly.

To simplify notation let

7o =72(0), 7 =77(0), 7 =7(0) and TP =7(0), 7 =7(0), 7 =7(0).
Both X* and Y have a positive drift “pushing” them up when sufficiently smaller than 0 and since
f > 0, they have a negative drift pushing them down when sufficiently greater than 0, so that one expects
7 and 7* to be “well-behaved”. This is formally justified by the following lemma.
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Figure 6: Probability of delay: varying p* with A (QED): 20 < A < 2000
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Figure 7: Variance of queue length: fixed A, varying n: 250 < n < 750
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Figure 8: Variance of queue length: fixed p, varying A: 20 < A < 2000

LEMMA 4.1 Fiz A € Ry. Then, there exists a constant 99 > 0 (possibly depending on X\) such that
Ey[eﬁoﬁ] < oo for ally € N and Ey[eﬂ"#] <00 for ally € R. In turn, Ei[(7))™] < o0 and E,[(FA)™] <
00, for each m € N.

Provided that f is integrable under the steady-state distributions of X* and 17/\, we have

Ei[f] F(V(s))ds]
E,[7}] '

~ 1 ™ ~>‘3 s ~
B o) = 2 TN g g7 ) =

A ~
From the strong Markov property it follows that, for any such function f, E; [ f; F(XA(s))ds| =

A ~ ~
Eo { O X A(s)ds} and, particularly, E;[r* — 7)] = Eg[r{]. Similar observations apply to Y* with

™, 72,7 replaced by 7,7, and 7;*. For y > 0, define

V) (f,y) = E, F(XP(s)ds| and V)(fiy) =E, O“fa”(s))ds,
and for y <0,
VAfy) = E, FRNs)ds|  and VA(fy) =E, (N (s))ds| -
Thus,
_ By [T F(X(s))ds + [T F(XP(s))ds
TSR L AR LU

VLD 4 VAL0)
El [7’)‘] ’
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Figure 9: Variance of queue length: varying p* with A (QED): 20 < A < 2000

and
~ A A
Consequently
~ - A _ YA A _ DA
Vi (£, D)+ VA0) VM D + VAL 0)
TTTEREP . ERP
and

Ey [7] Ey [7]
V(D) + VA0
El[T)‘MEl[T)‘

[E [7(X(o0)] —E [F(7 ()
(19)
_|_

) B[] — Ev[7]] .

Theorem [} is a direct corollary of the above together with the bounds provided in Theorem [2] below.

Theorem 2 Fiz m € N and {f*} € S,,,. Then,

VAP ) =0T, (Efn)]) T = 0N, (20)
VA D) = Va1 = oA ), (21)
VA, 0) = 0O(WVA™ ), (Bolr)) ! = O(V), (22)
VA, 0) = VA (A, 0) = (WA, (23)

Setting f* =1 in and gives
—1 —1
Ei[r)] = O(WX ) and Eo[r] =O(WX ).
A further immediate corollary of Theorem [2]is that

Vu(f41) = 0(VA" ), (0 = 0(VA"T,
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so that, setting again f* =1,
-1 -1
Ei )] =O(WX ) and E7i] = O\ ).
Finally, noting that B[] > Ei[r}] and E,[7] > E1[7)], guarantees that
(B )P =0(WX) and (B, [7])7! = O(VN).
The decomposition in allows us to conduct a separate analysis for the upper excursion and the

lower excursion. Section [£.2]is dedicated to the former while is dedicated to the latter. We conclude
this subsection with a remark about limit interchange.

REMARK 4.1 (implications to limit interchange) Given the process-convergence XN =X VA= X
(see §1)), one expects that X*(co) := X*(c0)/v/A = X (c0). This conclusion is proved via an interchange-
of-limits argument, that, as pointed out in [38] has been proved in the QED and ED regimes but not yet
in the NDS regime. The key step in establishing limit interchange is proving that the family of random
variables {X*(c0), A > 0} is tight as a sequence of random variables in R.

Such tightness is a byproduct of our results. Indeed, by Theorem [2| there exists a constant ¢ such
that, for all A, E [()Z')‘(oo))z} < ¢A. In particular, limsup, . E[(X*(c0))?] < oo, implying that the

scaled sequence {X*(c0), A > 0} is not only tight, but in fact uniformly integrable. In both the NDS and
QED regimes A* = n* + O(v/}) so that the uniform integrability of X*(co) implies that of {(X*(co) —
nM)/VA, A > 0}, which is the centering used in the literature; see [38]. For the ED regime, we center
around A* = n* 4+ (XA — n*p) /0 which is O(v/A) away from that of [40). .

4.2 Upper excursion Propositionsandprove, respectively, equations and in Theorem
They are proved in and respectively.
Proposition 3 (order bounds) Fiz m € N and {f*} € S,,. Then,
— m—1
(Ei[r)]) " = O(A) and V(1) =OWA" ).

Proposition 4 (gap bounds) Fiz m € N and {f*} € S,,. Then,
VAU = VAU ) =0T,

Let
@)= A+ p(@+AAnd) +0 (@ + 2> =)' (24)
Starting at z > 0 and using we have, for t < Tl)t‘, that

t
XMt) = X20) — / X (s))ds + MA(t), (25)
0
where M? is as in . For Y* and ¢ < F{L\ we have

YA(t) = YM0) — /t (Y (s))ds + V2AB(t).

0

Recalling that ¢*(0) = 0, it follows that there exist absolute constants ¥J; > 0, i = 1,2,3 such that
Ha < (z) < Yox. In fact, it will suffice for our proofs that

03V + 0z < (x) < I3V + 0oz, x> 0. (26)
Having the proofs rely only on this weaker bound will facilitate the extension of our proofs to the NDS
regime.

The following two simple lemmas will be useful in the proofs of Propositions [3|and [ Here, recall that
E(At) is the number of arrivals by time ¢ in the \** system.
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LEMMA 4.2 Fiz At € Ry, y € N and a non-negative non-decreasing function g(-) such that E[g(y +

E(Mt))] < co. Then,
E o g X (s))ds o0

LEMMA 4.3 Fiz \,t € Ry, y € N and a function g(-). If

E, / T oa mfc*<s>>><g2<@<s>>>2ds] < o0, (27)
0
then
t/\T,li\ =\ . )\S B
EU a(XN( >>dM<>]—o7
and
E, 3 g(X (=) (AKX (s—))*| =E, / Tt RN 6)a(RN)ds| . (28)
S<EAT:|AX A (5)|>0

Condition holds, in particular, if g(-) is non-negative, non-decreasing and such that E[(g(y +
E(Xt)))? (y+ E(\t))] < oo.

Note that, since E(At) has finite moments of all orders, both Lemmas and hold with g polyno-
mial. Moreover, the function g can be replaced by any (not necessarily non-decreasing) function f such
that |f(x)| < h(z), for all x > 0, where h satisfies the conditions of Lemmas and

4.2.1 Proof of Proposition Starting at x > 0, XA has, on [0, 7)), the law of a B&D process on
the positive integers, with birth rate ) in all states and death rate A + ¢*(z) when in state z > 0. Let
U* = (UM¢t),t > 0) be a B&D process with these birth and death rates and observe that A < A + ¢*(x)
for all > 0 so that U* admits a steady-state distribution. We have the following simple lemmas:

LEMMA 4.4 For any non-decreasing function f: R — R,

By [ 7% f(XM(s))ds
sisrien) < 2SO0

<E[f(UMo0) +1)].

LEMMA 4.5 Fiz A € Ry. Then,

E,

/ E’\()N(’\(s))ds] — 1.

Recalling that ¢* is non-decreasing and taking f = ¢* in Lemma and using Lemma we conclude
that

B[P 00)] < g < E[A o) + 1))
which, in turn, proves that
(E[AUNo0) +1)]) " <Ei[7)] < (B[P0 (0)]) (29)

The following then provides bounds for the left- and right-hand sides.

LEMMA 4.6 There exist absolute constants 9;,9, such that, for all A € R,
DVA < E[(UNo0))] < E [P UM o0) +1)] < 91+ V). (30)
Also, there exist absolute constants {9y m, m € N} such that, for all X € Ry,
E [(U*o0) + 1)™] < Fum(l+VA)™ (31)
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Combining Lemma [4.6] and it follows that there exist absolute constants ¥; and 9,, such that
O 1+ VAT <E )] <97 (V)L

This proves that (E[r;]) = O(V/)). Finally, from Lemmas [4.4{ and 4.6/ and using f(z) = 2™ there, we

have
A

E, [/OT

The statement of the proposition now follows recalling that {f*} € S,,. O

()Z"\(s))mds‘| < o1+ VX)™ Y meN.

4.2.2 Proof of Proposition Given m € N and {f*} € S,, consider, for each A, the ordinary
differential equation (ODE) on [0, c0):

= (@) ()W (@) + M) (2) = —fA(2),

u(0) = 0. (32)

We first identify some properties of solutions to this equation.

LEMMA 4.7 Fiz m € N and {f*} € S;n. Then there exist absolute constants A; m, i =1,2,3, such that,
for each X, there is an infinitely differentiable solution ’u?)\ to such that, for all x > 0,

(@)D (@)] < Ay (2771 4+ (VA7) (33)
2@ @)] < Asm (f ; W“) , (34)
; Z.m+1
(@) < Aan (T + (V") (5
ifm>1 and
) 1
()P ()] < A 7 (36)
1
|(up)® (@) < Az, (37)
x MO (g
(9@ < da (554 s+ ) (39)
if m = 0. This solution satisfies the identity
ups(y) = Vo (A y) <= /Om fA(?A(S))dSD . (39)

Lemma guarantees that, for each A, V) (f*,%) is the unique solution to satisfying —
(for m > 1) or (36)-(38) (for m = 0). For the remainder of this proof, we use the simplified notation
VAy) = V) (f*,y). The function sequence {f}} € S,, will be fixed.

Fix y € N. By Ito’s lemma

WEMEAR) @)+ Y (AENE) - 0D (X)) AKN))

Ss<EATX | AXA(5)[>0

t/\7'>‘ t/\7'>‘ (40)
- / VD (FA (52) (X (s))ds — / "W D (FA (5-))dM (s).
0 0

By Lemma [4.2| with g(x) = (V)M (2)¢ () the first integral has a finite expectation. Subsequently,
Lemmavvlth g z) = A+ (z) (WD (2 ))2 guarantees that the stochastic integral has expectation
0. Finally, since X X* is non- -explosive it has a finite number of jumps on each finite interval so that X ’\( -)
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can be replaced with X*(s) in all integrals that follow. Taking expectations on both sides of we then
obtain,

E, PAEMEA))] =vk<y>+Ey[ S (AR - HO(RN(s-)AKN))

s<EATI:|AX A (5)]>0

~E, / (W”()?Ns))m?*(s))ds] .
0

Subtracting and adding terms, and recalling that V* solves (32)), yields
E, P EMEAR))] =V o)

+E, [ > AVARA(5)) — (PO (A (5-)ATA () = 5 () ()?A<s—>><A)?A<s>>2)]

S<EATI|AX A (5)]>0

—_

+ 5| Ey [ > (VA)(Q)()?A(S—))(A)?A(S))Ql

2 s
S<EATY:|AXA(s)[>0

~E, l /0 e (2)\ +5A(5(A(s))) (V’\)@)()?’\(s))ds] )

1 t/\‘rl); U
/0 PR <s>>ds].

+ 3By [ [ @ o?A(s))ds] -E,

Thus,

> vhH® (XA(S—D(A??A(S))Q]

S<EAT:|AX A (5)|>0

_E, l / o (2)\ + ek()@(s))) (VvH® ()Z"\(s))ds]
0

+[Ey [ S (APE) - IR 5-) AR ) - ;<vA><2>(iws—))(m?*(s))?)] |

S<EATM:|AX A (s)|>0

1
+ =

QEy

/ TR () 0D (R (5))ds
0

Using Lemma with g = (V’\)(z) there we have

/ (22 + (X)) <vh><2><f<*<s>>ds] ,

By [ > (VA)@)()N(A(S))(A)?A(S)V] =E,
S<EATI | AX A (5)]>0

so that second and third elements after the inequality cancel each other. Also, since the jump size of X

is +1 we have, by Taylor’s expansion, that

E, [ > AV I (s) = (W) (XA (=) AR 5) - ;<v*><2>()?*<s—>><A5<A<s>>2)]

S<EATM:|AX A (s)|>0

<E,

> SONOR ) +n§~m)>|] ,

Ss<EATX:|AXA(5)]>0
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for some n;\b(si) € (—1,1). Thus,

\ - tAT) NS
VA (y) EV f<X<>>d]

< ‘Ey [V’\()?’\(t/\nf‘))”

+ |, [ > AVME(s)) = (W) DX (5-)AXN (s) - §<vk><2><@<s>><A5<*<s>>2)]
S<EATX | AXA(5)]>0
+3 ) w@(s))<vk><2><)?*<s>>ds]
< B, PR AR H+Ey[ > §|<v*><3><5@<s—>+n§p(5_)>|]
S<EATY:|AXA(s)[>0
+38 | [ h Wf@(s)»(v*)@<5@<s>>|ds]
(41)

Note that X* > 1, for all £ < 7.}, so that, in particular, ()~(>‘(s—)—|—77;‘?k(g )) < (XMs—)+1)". Recalling

that £ (z) < 9(VA 4 z) (with 9 = 95 V I3 in ([26)), for m > 1, the bounds (34)-(35) then yield

V\y) - E, [ / fA(XA(S))dS]

< ‘Ey [v*()?(tms))ﬂﬂ% [ > A;m <(XA(SA_2))M1 +(\5)m3>] (42)

S<EATX|AXA(8)]>0

. %Ey /Ot/\'r,f o (\54_)?)\(8)) (W n \[\m2> ds‘| .

We will here need the following lemma.

LEMMA 4.8 (i) Fizm €N, {f*} € S,, and X\ € Ry. Let V* be the solution to as in Lemma
.74 Then, for anyy € N,
lim E, [V)‘()Z'A(t A T;\))} = 0; (43)

t—o0

(i) For anyl>0 andy €N,

lim E, [ Z ()?’\(s—))l] =E,

t—o0 “
S<EATY|AX A (s)|>0

A

/ E (2X + (X () (X (s)) ds | (44)

Letting ¢t — o0 in we have by Lemma that
A

Vo) -Ey | | ’ fA()?A<s>>ds]

N E,

A3.,m
2)2

A
+A22’;"19Ey V (X*(s ))m+1ds+f/ (XM (s))™ds + (VA / X (s)ds + (VA"
0

E, / 2\ + 6’\()?>‘(s)))(5(;’\(s))m+1ds]
0
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Using Proposition [3] and the bound we have (recall m € N)

E, / (2)\—&-6’\()?*(5))) ds| = O(V),
0

E, / (2>\+£’\()?A(s))) (X)) Hds| = O(VA™T,
0
and N
E, /Tu (XM(s))ds| = O(\F)\lil), for 1=0,1,m,m+ 1.
0

In turn, there exist absolute constants A4 ., Asm and Ag ., for which

ne2 Aso o Agm —
< AgV/A 2+%(ﬁ) g B (/3)m = 0(VA )

XN T’iANAS B
VA(y) EV PENs)d

Using the definition of V.(f*,y), we conclude that
m—2
VA ) = V) =0 (VATT).

For m = 0, one must take care of the extra term on the right-hand side of (compared to (35)). In
particular, in the transition from to we have the extra term:

E, > PO XN s=) + 05 o)l | < asEy > L(%A (oo )e(ar—1,07+2))
SEATM:|AX A (8)|>0 SEATM:|AX A (8)|>0

By Lemma [4.3| we have

1 1
X]Ey Z ]]'{)?*(sf)e(a’\fl7a’\+2)} = XEy
S<EATM:|AX A (5)|>0

t/\T,: ~
/0 (2)\+€A(XA(S)))]1{)?A(S)€(M1,a*+2)}ds]

/O o E’\(X’A(s)))ds] .
(45)

1
< 2E, + 5By

t/\T{L\
/O l{ik(s)e(axq,auz)}d‘s

For the first element on the right-hand side (for y = 1)

t/\Ti\ T
By [/O 1{Xk(s)e(ak—17ak+2)}d5] < B [/0 ]1{)?’\(5)6(a'\—1,a)‘+2)}d8‘|

= Ei[PMP{X* () € (a* — 1,0 +2)}.

In Proposition [5| below we will show that E;[7] = O(1/v/A) which, together with Proposition [3} shows
that E,[7"] = O(1/V\). By Lemma that P{X*(c0) € (a* — 1,a* +2)} = O(1/V}) so that
Ey [P P{X*(c0) € (a* —1,a* +2)} = O(1/A). Using the fact that [(*(z)| < (VA + z) (see (26)) and
Proposition |3] the second element on the right-hand side of is itself O(1/X), which concludes the
proof of the proposition.

4.3 Lower excursion In this section we consider the lower excursion — these are the time intervals
[}, 7) and [7),7) for X* and Y respectively. Define

XANt) = —(XMt) = AN = =X Mt) and Y1) = —(Yt) — AN = =Y (2).

Then X* > 0 on [1), 7)) and Y* > —1 on [7)), 7)) respectively. At time 7, X* = 0 and 7" is its hitting
time of —1 (similarly for YA, 7} and 7).
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Define 3 +
Ar)=A—p((mz+ A AR =0 (—z+ A  —n) . (46)
With X*(0) =y > 0, the process X* satisfies the following on [0, 7})

XA\t) = XMN0) — / t (XN (s))ds — MM (2).
0

Similarly, Y satisfies on [0,7)

YA(t) = Y0) — /t (Y (s))ds — V2AB (t).

0

The function £*(z) is non-decreasing with £(0) = 0. There is a clear symmetry between the upper
excursion and the lower excursion and the following are exact analogues of Propositions [3] and [4

Proposition 5 (order bounds) Fiz m € N and {f*} € S,,,. Then,
(Bolr)) " = O(A) and VA(F,0) = O(VA" ).
Proposition 6 (gap bounds) Fiz m € N and {f*} € S,,. Then,
VA, 0) = VA, 0) =0 (VA" ),

The proof of Proposition [fis very similar to that of Proposition [3] for the upper excursion and is based
on analogues of Lemmas and that are proved identically. The proof of Proposition [6] is, as well,
similar to that of Proposition [4] for the upper excursion. The key step is writing the appropriate ODE
and identifying the gradient bounds. Specifically, fixing A € Ry, m € N, define f* by fA(z) = f}(—=x)
and consider the following ODE on [0, 00):

= (@) (@)W (2) + A@) P (2) = = (@), (47)
u(—1) =0.

LEMMA 4.9 Fizm € N and {f/\} € Spn. Then, for each A, there exists an infinitely differentiable solution

u;}A for that satisfies the derivative bounds in Lemma n Furthermore,

A fwws»ds]) .
0

Lemma [£.9]is proved identically to Lemma .7} From here, the lower excursion has exact analogues of
Lemmas and that are proved identically (in fact, the boundedness of the state space of b
further simplifies the proofs). The proof of Proposition |§| is, in turn, identical to that of Proposition
We omit the detailed argument here but point the reader to §C| where we provide a complete proof for
the lower excursion in the case of the NDS regime.

@ (y) = V() <=: E,

We conclude this section with a remark about the case A* ¢ N.

REMARK 4.2 (non-integer A*) Thus far we have assumed that A* € N. To explain why that assump-
tion is made without loss of generality, assume that A* ¢ N. We then use a slightly different centering
for X*. Specifically, define Y* together with its underlying regenerative structure as before. We re-define
XA = X* — [A*], and re-define its regenerative structure with respect to [A*] in an obvious way.

All the order-bound arguments in §4.2.1]remain unchanged and only a minor change is required in the
proof of the gap bounds in Proposition |3} First, in the dynamics of X* (see (25))) we must replace £*(x)
with
P(z) = =X+ p((z+ [AM) AnY) + 0(z + [AM — )T
= 0(2) + (u((z + [AM) An?) — p((z + AM) AnM)) + (0(z + [AY] = )T = 0(z + A —nM)T) .
Note that -
[P (@) = ()| < p+ 9. (48)
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Then, in the proof of Proposition (specifically in equation ) there will be an extra term
fW (WD (XA (5)) (XA (5)) — P2 (X (s)))ds. Given ([E8), we then have that

E, < (u+O)E, / IO E (s))ds

/0 K (VD (XA (s)) (P (X (s)) — eA()?*<s>>>ds]

-2
Proceeding as in the text after equation , we conclude that this term is (’)(\f)\m ) so that the gap
bound is not compromised. Exactly the same change would apply to the proofs of the lower excursion.

For the analysis in the next section (specifically, towards Lemma/5.2)), it is useful to note that the same
argument applies, in fact, to any perturbation of the drift of the diffusion by a constant. Specifically,
assume that we replace Y with Y that is defined by

YA 1) = Y20) + /t PV (s))ds + V2AB(t), t >0,

0

where b* differs from b* only with respect to the constant n?, ie, z) = A—p(zAnt) — (x M)t
A* be defined from A* by replacing n* with 2*. Then, A* — A* = O(1) provided that n* — 7 =
Re-define Y* = YA — AX. Let

Ax) = =M+ pl(@ + AN AR +0(x + A — M) T

Then, with n* — 2% = O(1), we have that [*(z) — £*(z)| < 0, for an absolute constant ¢ whose value
depends on n* —7* = O(1). The arguments above apply here as well and, in particular, the gap bounds
persist after an O(1) perturbation of n*. .

Let
o

)-

5. Universal Optimization of the Erlang-A queue We re-visit two staffing problems that have
been analyzed in the literature using asymptotic analysis and limits; recall the discussion in In §5.1
we consider the problem of minimizing the number of servers subject to a constraint on the fraction of
abandoning customers. In §5.2| we consider a cost minimization problem where one seeks to minimize a
combined cost of staffing, abandonment and holding.

To make explicit the dependence of the steady-state distribution on the number of servers, we let X
be the headcount process in the Erlang-A queue with n servers and similarly define Y} for the universal
diffusion. The service rate p and the patience rate 6 are fixed and do not appear in the notation. We
define

Qn(00) = (X3 (00) =n)*  and  Q)(o0) = (¥, (00) = n)*

to be the steady-state queue and its proposed universal approximation.
5.1 Constraint satisfaction Denote by Ab(n,\) the fraction of abandonments when the arrival
rate is A and the number of servers is n. Consider the constraint satisfaction problem
N*(A) =min{n € N: Ab(n,\) < a(\)}. (49)

That is, N*(X) is the least number of servers required to meet a target abandonment fraction a(\) when
the arrival rate is . The instances a(\) = a and a(\) = a/v/), discussed in the introduction, are covered
here as special cases.

It is known that
AAb(n, A) = 0E[Q) (o0)]; (50)

see e.g. [28] Section 4.4]. As a result, is equivalently written as

N*(\) = min {n € N:E[Q)(00)] < % ()\)} :

As an approximation to N*(\), we propose to solve the problem

N*()\) = 1nf{n€N E[Q)(c0)] < g (A)} (51)

The following provides a characterization of N*(\).
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LEMMA 5.1 Suppose that imsup,_,., «(A) < 1 then, for all sufficiently large X\, there exists a unique
solution n*(\) € R to the equation

_ oy
==

E[Q(c0)] (52)

By the monotonicity of E[Q}(c0)] in n (see [29]) we have that N*(A) = [n*(\)] with the latter as in
Lemma Using the explicit expressions for E[Q}(c0)] (see (16])) and (52)), we have that

(A = %(1 — (V) + \f(ﬂ(% a(A) +VAa(N)), (53)
where (A, «())) is the unique solution 3 to
(1= (3,0 OB/ VE) + (5. 100)- 5 = =5+ VAN

The following is the main result of this section.

Theorem 7 The staffing N*()\) s asymptotically feasible for , namely,
Ab(N*(A),A) —a(A) = O(A~h). (54)

If, in addition, a(\) > 19\5\71 for some absolute constant ¥, then N*(X) is asymptotically optimal for

, namely, N
N*(A) = N*(\) =0(1). (55)

Proof: By definition HIE[Q?);*(/\)] = Aa()). Using (50) we have

4B (), 0) — o) < § [B[@Y. ) (00)] ~ B[ @Y. 00)]| + 5 [E[@- 0 00)] ~ B [ @y (00)] |-

The first term on the right-hand side is O(1/\) by Corollary I} For the second term we have the following
lemma.

LEMMA 5.2 Fiz two sequences {n}} and {n3} of non-negative numbers such that ny —n? = O(1). Then
E[Q2, (o0)] — E[Q2, (o)) = O(1).

Let nd = N*(\) and n} = n*(\). Then, [nd — n}| < 1 by construction and recalling and (52)), we
can apply Lemma [5.2] to conclude that |Ab(N*()\), ) — a(A)] = O(A™1) as required.

For , we make the simple observation that, if liminfy_. VAa(A) > 0, then
limsupy_, . (B(\, a(X)) + vVAa())) < oo, which then implies (see (53))) that

lim sup(n*(A\)p — ) /VA < . (56)

A—00

Assume, towards contradiction, that there is a sequence A — oo such that
IN*(A) = N*(\)] = oo.

Then either N*(A) — N*(\) — oo, or N*(\) — N*(A) = —oc. Recall that N*(\) = [n*(\)] with the
latter being the solution to (52). Thus, it holds in particular that either N*(\) — n*(\) — oo, or
N*(A) —n*(\) = —o0.

The following lemma will be useful in what follows.
LEMMA 5.3 Fiz two sequences {n}} and {n3} of non-negative numbers such that limsup,_, . (uny —

A)/VA < oc. Then, E[éj@ (00)] —114:@3g (00)] = —00, if n) —n} — —oo, and E[@if(oo)] —E[@ié(oo)] -

o0, if ny —ny — oo.
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Figure 10: Constrained staffing, unscaled targets a® = a = 0.05

Assume first that N*(\)—n*(\) — oco. Fix a positive sequence K* — oo such that n*(\)+K?* < N*())
for all A and let »* = n*(\) + K*. Let n? = a* and ny = n*(\). Then, since n*()\) (and, in turn, n3)
satisfies (56), we can apply Lemma to have E[Q;\L*(/\)(oo)] —E[Q2,(00)] — oo. In particular, since (see

(B2) E[Q)). (1) (00)] = Aa(A)/6, we have

n*

Jim (E[~2A(oo)] - A“é”) — (57)
By Corollary [1], E[Q2, (c0)] — E[QA, (00)] = O(1) so that (57) implies

. Aa(A)\ _

imsup (B1QA (o)) - 2242 ) = —ox,

and, in turn, that n* is feasible for for all sufficiently large A. Since N*(\) > 2 by construction, this
is a contradiction to the optimality of N*(\) and we may conclude that limsup,_, .o N*(A\) —n*()\) < cc.
The proof that liminfy_,oc N*(X) — n*(A) > —ooc is similar and uses the second part of Lemma[5.3] The
detailed argument is omitted. O

EXAMPLE 5.1 (constrained staffing)

(i) unscaled targets: We fix 4 = 1 and # = 1/3 and consider the case a(\) = a € {0.05,0.2},
i.e., the target fraction of abandonment does not scale with A. The figure pairs and
correspond to a = 0.05 and « = 0.2 respectively. For each value of A (in jumps of 20)
we solve (49) and to obtain N*(A\) and N*()). The plots on the left-hand side of Figures
and pport in showing that Ab(N*(\),\) never violates the target a()\). The plots
on the right-hand side compare N *(A) to the true optimal solution to and support the fact
that the constraint is satisfied with little (or none at all) compromise to staffing costs. The
plots in Figures [11] and [13] display the respective error ratios ((A) — Ab(N*(A), A))/a()) and
(N*(A) — N*(\))/N*(X). It is notable that the staffing error is 0 (that is, N*(\) = N*(\)) for
almost all values of A except for a small set of values (see Figure where the staffing error is
a single server.

(ii) scaled targets: We set p = 1 and 6 = 1/3 and repeat the experiment above but, this time,
with scaled targets of the form a()\) = a/v/A with a € {0.5,2}. Figures 14| and [15| correspond to
0.5/v/A. Figures [16/and |17| correspond to the case a(\) = 2/V/\.

5.2 Cost-minimization Given cost parameters C?, sz\b and C’;\, consider the cost

Cx (A n) = Cin+ CHuAAb(n, \) + CLE[Q) (c0)].
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Figure 11: Constrained staffing, unscaled targets a* = a = 0.05 (error ratio)
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Figure 17: Constrained staffing a* = o = 2/3/\ (error ratio)

Recalling (50), Cx (A, n) is equivalently written by
Cx (A, n) = Cin + (Coy0 + C7)E[Q; (00)].

Define
N*(X) = argmin Cx (A, n). (58)
neN

Similarly recall that Q) = (Y*(c0) — n)* and define
Cy(An) = Cin + (Cayf + CE[Q)(o0)],

and re-define

N*(\) = argmin Cy (\, n). (59)
neN

In both and if there are multiple minimizers we choose the minimal amongst them. Recall that
E[Q)(c0)] is given by (16)), with 8> = 8} = (nu — \)/V/A.

Theorem 8 The staffing level ]\7*(/\) is asymptotically optimal for in the sense of
Cx (A, N*(A) = Cx (A, N* (V) = O(max(Cy, C7)).

REMARK 5.1 Note that if C = Cyp, and C)} = Cy, then Theorem [§ states that the cost gap is O(1).
Also, whereas Theorem |8 imposes no restriction on the cost parameters, the interesting cases (and the
ones we consider in our numerical experiments below) are those where N* (A) > 0 which, in turn, holds
only if C/u < Cp, + Cy /0. This inequality is assumed, for example, in [6].

Recent work [32] suggests that it may be possible to improve on our approximation gap. Interpreted
to our context, this work suggests that, since E[Q(c0)] — E[Q}(00)] = O(1), the optimality gap is
o(max(C,,Cy)). However, it is not clear that the conditions required in [32, Section 1] are satisfied for
the universal diffusion and the Erlang-A queue. .

REMARK 5.2 The total cost is a natural criterion of optimality in this context of the cost minimization
problem. Nevertheless, one may be interested also in how “close” the recommended staffing is to the
optimal staffing. As the subject of this paper is the universal approximation rather than the specific
optimization problem, we do not pursue the proof of this result here. Interestingly, in our numerical
examples below not only is the cost under N*(X\), Cx (A, N*())), very close to the true optimal cost but
also N*()) is identical to N*()) for most values of A. .

Proof: By the definition of N*()\) and N*()\),
Cx (A, N*(N) < Cx (A, N*(X) and  Cy (A, N*(X)) < Cy (A, N*(X)).
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Figure 18: Cost minimization: u =1, 0 = 1/2, C = C;‘ =2and O} =1
Hence

0< Cx(A,N*(A) = Cx (A, N* (X)) = Cx (A, N*(A)) — Cy (A, N*(N\))
+Cy (A, N*(N) — Cy (A, N*(N)
+ Cy (A, N*(N)) = Cx (A, N*(\)).

Since Cy (A, N*(A)) — Cy (A, N*(X)) < 0 we have that

0< Cx (A N* (1) = Cx (A N*()
< (CH0+C)) [EI@w- ) (50)] = EIQN- (1) (o0)]]

+(Ch0+C)) [BIQY. ) (00)] — EIQ%. 0y (0]

The result now follows from Corollary O

EXAMPLE 5.2 (cost minimization)

(i)

unscaled parameters: Let = 1, § = 1/2, C), = C;‘ =2, C} = 1. For values of \ from
20 to 2000 (in jumps of 20) we solve for N*(\) in and N*()\) in (B9). The graph on
the left-hand side of Figure displays Cx (N*(A),A) and Cx(N*(\),\) as a function of A
supports Theorem [8 The graph on the right-hand side displays N*(\) and N*()) suggesting
that the corresponding staffing levels are also close. The plots in Figure display the error
ratios |Cx (N*(A), A) — Cx (N*(A), N)|/Cx (N*(A), A)) and [N*(X) — N*(N)|/N*(X\) respectively.
The staffing error is, in absolute values, 0 servers except for a single point around A = 1600 in
which the error is a single server.

scaled parameters: We re-consider the setting above (in particular, 4 = 1 and 6 = 1/2) but
now with scaled cost parameters. Specifically, we set C = 1 but C’;‘b = C’é‘ = 2V/\. Figure
displays the costs and staffing levels and Figure [21] displays the error ratios.

6. Concluding remarks

6.1 Virtual waiting-time distribution Our analysis relies on the Markovian structure of the
headcount process X* and, in turn, covers only performance metrics that can be represented as functionals
of this process. The virtual waiting time at time ¢, V*(t), is defined as the time-to-service of a customer
equipped with infinite patience who arrives at time t. Mathematically, V*(¢) is a first passage time which
depends, in particular, on the dynamics of X* after time ¢ (e.g. service completions and abandonment);
see [35 equation (1.1)]. Thus, a “universal” approximation for the virtual waiting time does not follow
directly from our results.
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Figure 19: Cost minimization: =1, 6 =1/2, C2 = C} = 2 and C = 1 (error ratio)
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Figure 20: Cost minimization, scaled parameters: =1, 6 =1/2, C{;\ = C;‘ =2V/\ and cr=1
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Figure 21: Cost minimization, scaled parameters: u =1, § = 1/2, C, = C;‘ =2V and C =1 (error
ratio)
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Existing results on heavy-traffic limits for V*, particularly [40, 35], suggest that, in great generality,
d
A(VA(00) = w?) = Q*(00) — ¢,

where

1 A (A —nPp)*
A A
wt = 3 In (n)‘ﬂ \Y, 1) and ¢q" = 7 .

Heuristically, given the analysis in this paper, the following sequence of approximations should hold for
any sequence t*:

P{V*(c0) — w* > t*} = P{Q(00) > ¢* + M} = P{Q*(c0) > ¢ + At ).

Our Corollary [2| guarantees that P{Q*(c0) > ¢* + M*} — P{Q*(0) > ¢* + Mt*} = O(1/+/X). Hence, to
show that

P{V*(00) —w* > t*} = P{Q*(00) > ¢* + At} = O(1/VN),
it suffices to prove that
P{V*(c0) — w* > t*} — P{Q*(c0) > ¢* + M } = O(1/V\). (60)

We conjecture that the heuristic above is, in fact, valid and that the excursion-based analysis can help in
establishing . We leave this as an important problem for future research and conclude this discussion
with a numerical experiment that supports our conjecture: set u = 1, §# = 0.5 and fix t* = —2/\. The
performance metric in question is then P{V*(c0) > w* —2/A}. We then repeat Example [3.2|replacing the
probability of delay with the metric P{V*(c0) > w*—2/A}. The results are displayed in Figuresand
suggest that indeed P{Q*(c0) > ¢*+At*} provides an accurate approximation for P{V*(c0) > w*—2/A}.

Exact P(V>w+t/A) vs. Univ P(Q>q+t)
0.8 ‘ ‘ ‘ ‘ ‘ ‘

+ ExactV
Universal Q

0.6

0.4

0.2

0 -
250 300 350 400 450 500 550 600 650 700 750
Number of servers n

Absolute Gap=|Universal-Exact|

0.06 ‘ T T T T ‘
Error
0.04} UsartN)[]
0.02 b
m

O L L L L
250 300 350 400 450 500 550 600 650 700 750
Number of servers n

Figure 22: Approximating P{V*(c0) > w? — 2/A}: fixed \, varying n: 250 < n < 750

6.2 Towards a framework It may be possible to extend our excursion-based approach to other
queueing systems such as networks of queues or queues with non-exponential distributions. We could
perhaps also cover time-varying models, after stabilizing their performance via appropriate staffing ([13]
29]). Regardless of the setting, the following elements seem to be prerequisites for our framework to

apply.
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Figure 23: Approximating P{V*(c0) > w? — 2/A} fixed p, varying A: 20 < A < 2000

0.25}

Figure 24: Approximating P{V*(c0) > w? — 2/A}: varying p* with A: 20 < \ < 2000

Markov structure and regeneration:
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We require models with dynamics that can be characterized

by a Markov chain that has an appropriate regeneration point. Birth-and-Death processes, of which the
Erlang-A queue is a special case, are to some extent the simplest cases that adhere to this structure.
More generally, it is often possible to define a sufficiently rich state descriptor that renders the dynamics
Markovian. A regenerative set often replaces then the regenerative point; see e.g. [20]. As the intimate
connection between stationary measures and cycle averages are known to hold also for Markov processes
with more general regenerative sets (see e.g. [3, Chapter VIIL.3]), it may be possible to extend our analysis
to these more general settings. This seems a challenging direction.
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Martingale properties: To be able to apply Ito’s lemma, as in our proof of Proposition[d] the dynamics
must be represented as a semi-martingale. This, however, would not be enough. In order to obtain
refined bounds, these martingales must be relatively “tractable”. To illustrate the underlying complexity
consider, for example, a general renewal arrival process. Provided that the interarrival times have finite
second moments, it is then known (see [24]) that A(t) — fg h(a(s))ds is a martingale with respect to
a properly defined filtration, where h(-) is the hazard rate of the interarrival time and a(-) is the age
process. This martingale has the predictable quadratic variation process o2u? fg h(a(s))ds, where o2
is the standard deviation of the inter-arrival time and 1/p is the mean interarrival time. The fact
that f(f h(a(s))ds =~ ut, as t — oo, guarantees that the quadratic variation of the above martingale
approaches o?p3t, and it is used in [24] to establish a functional central limit theorem. Whereas such
convergence suffices for purposes of weak convergence, we expect that some estimates on the “distance”
fot h(a(s))ds — ut are needed for refined bounds. The results in [23] may be helpful in that regard.
Order bounds: Preliminary order bounds on steady-state metrics and on the expectation of underlying
hitting times played a crucial role in our analysis. For the special case of the Erlang-A queue, we establish
such bounds directly using Lyapunov function arguments; see Lemma In exploring extensions to
other queueing systems, it is useful that existing research already provides such bounds. For the case of
generalized Jackson networks, as an example, order bounds for the steady-state queue length are given
by [14].

Gradient bounds: This, in a sense, is the simplest of the required preliminaries. Given a differential
equation that characterizes excursion-performance of the approximating diffusion process, one must es-
tablish gradient bounds for its solutions. For the diffusion in the current paper, we have explicit solutions
for the corresponding ODE, which allow one to directly derive the gradient bounds. In more general
settings, the ODE may be replaced by a more complex Partial Differential Equation (PDE) for which
closed-form solutions are not available. Yet, it is plausible that, in those cases, gradient bounds can be
established indirectly by relying on the rich theory of gradient bounds for solutions to PDEs.

Appendix A. Proofs of Corollaries

Proof of Corollary We can, without loss of generality, assume that either n* > A for all A or
that n* < A* for all A. Otherwise, the argument below applies to each subsequence. We first consider
the case n* > A, For each A, let fA(z) = (x + A* — n*)*. Then,

E[Q*(00)] = E[f*(X*(00))] and E[Q*(00)] = E[f*(Y*(c0))].

Fixing 0 < € < 1, define g? : R — R as follows:

0, r < —[AY =t —¢,
gM(z) =1 L@+ A —n*+e)?, —[AM—n—e<az<—[A*—nM+e
x4+ AN —n} x> —[A* —n? +e

Then, |g)(z)] < 1+ |z| and (¢))M(z) < 1, for all 2. The sequence {g} is, in turn, sub-polynomial of
order 1. From Theorem [1]it then follows that

E[g2 (X*(00))] — E[g2 (Y (00))] = O(1).

By construction, [g)(x) — fA(z)| < €/4, for all z € R, which proves the result for the case n* > A*. For
the case n* < A*, it suffices to prove

E[(X*(c0) = n*) 7] = E[(Y*(00) —n*)7] = E[(n* — X*(00)) "] — E[(n* = Y*(c0))*] = O(1).  (61)
Indeed,
E[Q*(00)] —E[Q*(0)] = E[X*(c0)] — E[Y*(c0)]
+ E[(X*(o0) = n) 7] = E[(Y*(00) — n*) 7],
and by Theorem [I] we have that E[X*(o0)] — E[Y*(c0)] = E[X*(00)] — E[Y*(c0)] = O(1). To prove (61),
let fA(z) = (n* — A* —z)*. Then,

E[(X*(00) = n*)7] = E[f*(X*(o0))],
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and similarly for Y*. Fixing 0 < € < 1, define g2 : R — R as follows:

n* — AN —z, r < —[AY —nt] —¢,
QMz) =9 L@+ AM—nr—e)? —[AM—n-e<az<—[A*—nM+g
0, x> —[A* —n} +e

Then, |§)(x)| < 1+ |z and (§))P(x) < 1, for all z. The sequence {G}} is, in turn, sub-polynomial of
order 1 and it follows from Theorem [ that

E[52(X*(00))] — E[32 (Y (00))] = O(1).
By construction, |§)(z) — f(z)| < €/4, for all € R, and the result of the corollary follows. O

For Corollarywe require a lemma which guarantees that X*(co) has no significant mass concentrated
on any fixed point. (A similar result holds also for the density of Y, but it is not needed for any of our
derivations.)

LEMMA A.1 There exists an absolute constant ¥ such that, for any k € N,
-1
P{X*(c0) =k} <OV .

Proof: The result can be equivalently proved for X*(co) = XAo0)=Ar Forz € {—A*,...,0,1,2,...},
let 1*(z) = P{X*(cc) = 2}. We claim that 0 is a maximizer of *. Indeed, using the balance equation
A () = (u((x + AM) Anr) +0(z + AN — nM ) (@ + 1) it is evident that v*(+) is non-decreasing for
x < 0 and non-increasing for > 0. In turn, it suffices to prove that v*(0) = O(ﬁil). Let 73 be the
hitting time of X* to 0. Since any point # € N (in particular 0) is a regenerative point for the B&D
process X* we have

Eo[f;" 1{X*(s) = 0}ds]

1/>\ = 0 .
© Eolrg]

~ A ~
During such a regenerative cycle, the process X* visits 0 only once so that Eg| fOTO 1{X*(s) = 0}ds] =
/(A4 p(A* Anr) + 0(A* —n*)T) =1/(2)) and, in particular,

1
v (0) = 2AEo[r)]

Next note that Eq[r0] > piEq[7))], where 7} is as defined in and p3 = A/(A + p(A* Ant) + 0(A —

n*)T) = 1/2 is the transition probability from 0 to 1. By Proposition |3} (E;[7}])~! = O(V/)), and, in
turn,

A0) < —— — oA,

This completes the proof. O

Proof of Corollary Equation directly implies . The converse holds noting that, if is
not true, there must exist a sequence {a*} such that does not hold. We focus on proving (18). Let
a* = a* — A*. Using the centered process X* and Y, it is equivalent to prove
~ ~ -1
P{X*(0) > @’} —P{Y*(cx) > @’} = O(VA ).

We can construct two sequences of increasing continuously-differentiable functions {f*} € Sy and {g*} €
So such that, for all x and A, the following properties hold:

@) = 1sany, @ € (—o0,a* —1] U [a*, o0)

and
|f/\(55) - l{xza%}| < gk(x) < Lizear—2,a7+1]}-
Then,

P{X*(00) 2 8} = P(Y(00) > 0"} = E[f}(X*(c0))] = E[f*(Y*(00))]
* (E[l{ﬁ?k(oo)za*}] - EW()?A(OO))])

+ (Bl 9 eyzan] — BT ED])
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and we have

~—

P{XA(00) 2 '} - PV (00) 2 @}| < [B [ (XA (00))] — B [T (00))]|
+ |E [0 (X 00))] | + [E [ (7 (00))] |
| B[P0
+ |E [0 (X (00)] ~ E [0 (7 (0))] |
+ 2E[ (XX(00)))
The first two lines of the last inequality are bounded using Theorem [Il Finally, by Lemma

IA
=
Kﬁ
X
>N
X
8

Elg* (X} (s0))] = P{X (o) € (@ — 2,8 + 1)} = O(VA ),

which concludes the proof of the corollary. O
Proof of Corollary [3} Define ¢* = (A* — n*)*. Then
E[(Q*(60) - Q)] - & | (@) - BIQ w0 |
=E[(@(00) - ¢* + ¢ — E[@Q*(x)))’] - E [(@woo) R E[@Mooﬂf] (62)
—E|(@ o0) - ¢")| -E [(@Moo) - qA)Q] ~ (B[R ()] — ) = (BIQ(o0)] — ¢)?) -
For the last term in the above,
(B (00)] ~ )’ ~ (@ o) - )’
= 2 (BQ(00)] ~ ) (BIQ(00)] ~ EIG* ()] ) — (E[Q (00)] — E[F (o0)]) -
For all 2,y € R, it holds that —(z —y)~ < (z)* — (y)* < (z — y)T so that

—(z— AN < (z—nM)T — (A =M < (z - AMT.

Recalling that ¢* = (A* — n*)T and that Q*(c0) = (X*(0c0) — n*)*, we have that

E[Q*(00)]—¢"| = [E[(X*(00)=n*) F]—(A*—n)*| < E[[X*(00)-A%] < \/E[(XA(OO) — A2 = O(V),

where the last inequality follows from Jensen’s inequality and the last equality follows from Theorem
see Remark By Corollary [1} we have that E[Q*(c0)] — E[Q*(00)] = 1 and we conclude that

9 ~ 2
(EQ*(o0)] - ¢*)” = (B[ (0)) — ¢*) = O(V) (63)
Re-visiting 7 it is clear that, to complete the proof, it remains to prove that
9 ~ 2
B[(Q00) - )] - 2| (@) - )| =01
Defining the function f*(z) = [(z + A* —n*)* — (A* — n>‘)+]2, we re-write
E [(Q(00) ~ )] ~ E [(@(00) — 1")?] = B[ (X (00))] ~ E[f (7 (c0))].
The sequence {f*} is not sub-polynomial since f* is not differentiable at —(A* — n*) when A* > n?.
Instead, given e* < % A1, define g as follows:
(i) If A* <n?, g)(x) = fA(2) for all 7 € R;
(i) If AN > n*, gXMz) = fA(z) for > —A* + n?, and for z < —A* + n?,

2
AN )2 o +
gg\(x):(A’\—n/\)z—i—e)‘—i( = ) <(x+AA_nA+A’\—n’\> ) .
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Then {g} € Sy and sup, ¢ |f(z) — g*(z)| < (¢*)2. As in the proof of Corollary |1} we then have that
E[(QM00) "] ~ E [(@M(s0) — )] B[ (X (o)) — B (F(50))
(X 00))

=E[f(X*(00))] — E[g2 (X*(c0))]
+E[g) (X (00))] — E[g} (Y (0))] (64)
+E[g} (Y (00))] — E[fA (Y (0))]

=0(VA).
The corollary now follows by plugging and into the last line in . O

Appendix B. Proofs of auxiliary lemmas

Proof of Lemma We start with the B&D process X*. Let A* be its generator and let g(z) = €%7.
Then, g(z) > 1 for all x > 0 and

Ag() = D = %) + (A (@) (40D — )
= ¢ (A(e‘S D+ (AP @) (e — 1)),
where () is as in (2). Since e~ =1 — & + 0(8) and €/ =1 + 6 + o(8) we have
Arg(z) = €57 ()\6 — (A + @) ) (At O (@))0(8)ed = —e5 60N () + (A + O (2))o(8)e.

Since ¢*(z) is strictly increasing, we can choose K; (which may depend on \) sufficiently large so that
¢*(x) > X for all z > K. We can subsequently choose § sufficiently small so that o(6) < §/4 and find cy
and c3 (which may depend on \) such that

Arg(z) < —esg(x) + 2 1{x < Ky},

for all z € N. Since g(x) > 1, we can conclude the existence of ¥y such that for all y > K3, E, [eﬁ‘”?ﬁ} <

e’V < oo, where 77 is the hitting time of K (see e.g. Corollary 2 of [33]). A similar argument is

applied to 72 K, (for some —Kj > —A™) to show the existence of g (possibly re-chosen) such that for all
y < —Ko, Ey[eﬁ”iKZ] < 0. Letting K = {—K>,...,0,1,... Ky}, we have established that for all y # K,
E,[¢”07%] < 0o where 72 is the hitting time of the set K.

Finally, the existence of an exponential moment for the return time of a CTMC to a finite set implies
A
that E,[e”™] < oo for any y (where 7, is the hitting time of y); see [30, Chapter 15]. This concludes
the proof for X2

For the diffusion process Y* it follows from [26], Theorem 1.1] that there exists ¥y (possibly depending
on A and be different from the above ) such that both E, [eﬂ‘ﬁi] < 0o and Eq [e’ﬂo?ﬁ] < 00. Indeed, to
apply the result in [26] one must verify certain conditions on the speed density and scale density (see [9]
Page 471]) of the diffusion and these conditions can be verified directly. Finally, by the strong Markov

property, E, [eﬂo?k} =E, [eﬂo?ﬂ E, [eﬂo?ﬁ} < oo for some constant Jg. O

Proof of Lemma Since g(-) is non-decreasing and X*(t) < X*(0) + E(At) for all £ > 0, we have
for all such ¢ that

E

Y

/0 |g<)?k<s>>|ds] < 1B, [g(y + E(\))] < oc.

O

Proof of Lemma Recall that the predictable quadratic variation of the martingale M?* is given
by

A = t>\88 ‘ )\SS
(M >(t)—>\t+u/OZ()d +e/ocz<>d,
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which satisfies (M*)(s) = [ (2A + W‘(X)‘( )))du for each t and all s <t A 7). By the optional sampling
theorem, the stopped martlngale M?*(-AT)) is itself a martingale and, furthermore, the stochastic integral

t/\‘rl); -
[ o@ e pare)
0
is then itself a zero-mean martingale provided that holds; see e.g. [37, Theorem 5.25].

We turn to the the second part of the lemma. Since the jumps of X* are of size 1 we have for ¢ < A
that

Z(A)?A(s))zzzA)?A(s)|:E()\t)—|—S( /ZA( >+N< /Q )

s<t s<t

Recalling the square-integrable martingales M, M2 and M, defined in §2| and the definition of £(-) in
(24) we have

M) =D (AXMs))? - /Ot (2>\ + eA()?A(s))) ds

is a square-integrable martingale. The stochastic integral

NA(t) = / 9(X(5—))dM(3)

is itself a square-integrable martingale provided that holds; see e.g. [37, Theorem 5.25]. Note that
[28) is equivalently written as E,[N*(¢t A7;)] = 0, which now holds by optional stopping. This concludes
the proof. O

Proof of Lemma Let )?f,‘ (“J” here stands for “Jump”) be a process that has the transition law
of X* on the states {1,2,...} but jumps instantaneously back to 1 when hitting 0. By Lemma the

process X j‘ is a positive recurrent Markov process and consecutive visits to 0 are regeneration points.
Thus,

By [fy* f(XN6)ds| B [Jy7 £ 6))ds]
B[] - Eq[77] 7

(65)
where 77 is the first hitting time of )?3‘ to 0. We also have (see e.g. Theorem 3.1 in [3])

B[ 1 ends]
Eq[77] -

The processes U and X % share the same transition law for all states except for 0 (in which X % jumps

E[f(X}(c0))] =

instantaneously to one). Initializing both U* and X} at time ¢ = 0 in state 1 and using the fact that
¢ () is non-decreasing, it is straightforward to construct U* and X7} on a common sample space so that

on each sample path, B
UMt) < X3 (t) < UMt) + 1.

In particular, since f is non-decreasing,
1/t | LA 1/t
t [ ends < g [ s@enas <1 [ 10N+ s
0 0 0

for each t > 0. Taking the limit ¢ — oo, we then have that E[f(U*(c0))] < E[f(X?}(c0))] < E[f(U*(c0) +
1)] which, by , implies the result of the lemma. ]

Proof of Lemma Taking expectations in and using the optional stopping theorem we have
that

E [ X EATN] =1—FE

/0 o M}?A(s))ds] . (66)
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Lemma with g = ¢* there guarantees that the expectation of the integral is finite. The process
(E(At) — M, t > 0) is a martingale with respect to F*. By the optional stopping theorem,

Ei[EO({tAT))] = AE1[t A7) < AEq[7)],

for all £ > 0. By the monotone convergence theorem and Lemma we have that E;[E(\(7)))] < oo.
As
0< XMNEATY) ST+ ENEATY)) <1+ ENT))

for all t > 0, thus XA (t A7) is uniformly integrable in ¢ and taking ¢ — oo in we obtain the result
of the lemma. O

Proof of Lemma We first prove the upper bounds in and . Specifically, we prove that

m

there exist absolute constants {9, ., m € N} such that, for any m > 1, E[(U*(00))™] < GumVA .

Equation (31) then follows trivially for m > 1 and it follows for m = 1 by the fact that E[U*(c0)] <
E[(U*(00))?]. Finally, the upper bound in follows from the fact that [¢*(z)| < (02 + 93)(V\ + )

for all z > 0; see ([26).
Let U* be the generator of the B&D process (U*(t),t > 0). Let g(z) = 2™. Then, for all z € N,
Urg(x) = Mgz +1) = g()) + (A + (@) (g(x — 1) = g(x)).
Since g(z +1) — 9(%) = > j<pm 20 (W)a™~F and g(z — 1) — g(z) = > k<m0 ()amR(=1)k,

Wit = 3 P (7)o tenr+ gy (1)t

- Z’\(x)(Z)mm_k(—l)k—i— 3 (2)\)(Z)mm_k—mxm_1£)‘(x).

2<k<m k even,k#0

By the structure of £*(x), we can choose absolute constants cj,cy such that U g(z) < —coz™ for x >

¢1VA. There then exists another absolute constant ¢5 such that 4> g(z) <ecs \[\m, for z < ¢1v/\. Overall,
we can find absolute constants ¢y, ¢5 (possibly depending on m) such that

Ug(x) < —cagz™ + sV
for all z > 0. Applying expectations we conclude (see e.g. Corollary 1 in [16]) that
E[(U*(00))™] < Z2VA™.
4
Letting ¥, m = ¢5/ca concludes the argument.

We use a Lyapunov function argument also to prove that E[/*(U*(c0))] > v\ for some absolute
constant ;. Define a (sequence of) functions g* as follows (the absolute constant cg will be determined

below):
eo ) >\($):{ 332; r < [\/CGTL
g (2[veoh] + 1)z — ([Veoh] + D[Veshl; @ > [Veeh].
Then
A; z = 0;

WP @) ={ 22— Qo-DP@);  1<o< [Val;
—@2[VaeX] + DP@); @ > [VesAl.

We claim that we can choose cg in the definition of g* together with absolute constants ¢z, cg such that

UNgN () > erh — es VM (),

in which case, since EU*g*(U*(c0))] = 0 we conclude that E [¢*(U*(00))] > c7v/A/cs as required. To
show the existence of such constants, we pick ¢; < 1 and choose cg, cg such that

A= (2[VegA] — 1) ([V/esA]) > 0, (67)
(esV/X = @IVeeAT + 1)) A ([Vesd]) = er (68)

Specifically, since ¢* satisfies £*(z) > (uA6)x we can choose cg sufficiently small in and subsequently
choose cg sufficiently large in so that both hold. O
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s e (u

Proof of Lemma Fix d* = foo r 176) o= fs du s and consider the first-order ODE

— (@) (@) + ANV (@) = = (),
v (0) = d*. (69)

From the Lipschitz continuity of the coeflicients and known results in ODE theory (see e.g. [36, Theorem
2.2 and Lemma 2.3)) it follows that the ODE ([69) has a unique solution which is infinitely differentiable.
In turn, u? f* fo u)du is a solution for (32)).

By direct differentiation it is verified that
< fA(s @)
(upa) M (@) = /;1; f)f dugs

is the corresponding unique solution to . Recall (see ) that

AMz) = A+p(@+A)AnN) +0(z+A—n?)"
= A+pu* AAN F (AN — )T
i ((x+ AN AR = A ARY) + 0 ((z+ A =)t — (AN —pM)T)
> (uAO)z —kVA,
where we used the fact that, by the definition of A*, =X 4 u(n* A AY) +0(A* —n)*T > —kV/X for some

%k > 0 and that = > 0. Thus, in one can take 91 = pu A 0 and 93 = k. (In fact, the above holds with
k = 0. We allow for k > 0 so that this proof can be re-used without change for the NDS regime in )

Subsequently, we can choose Cj ,,, C1 1, C2 , such that

o0 " m ND)u—k
[(up) M ()] < / —alﬁ "

x

52
e WA ds

(( OIS LI
al\f 1) 2(;;9»;} /
(

u/\é’

unO)x
VX

z—rnv2)2 [P 52
az\/;mﬂ %/ (5 + K) e~ T ds
(L) e,

—1 m—1
a ﬁm asVA NG
<X 2 (Cran + Com (P2 0)™ )

=Tune e gy VA

a100 m a201 m m—1 a2 1
= ’ ’ A m— ™
(uM) +(uA9)m“>\f o (un0)2”

22 52 . 2
For the second inequality, we use the fact that lim,_,. e® f;o e~ zds = 0 and lim,_,c St fzoo(s +
52 . . . 22 52
a)™e~zds = 1. Thus, in particular, there exists K such that when z > K, ez f:o(s +a)"e " Tds <
22 52
22™~1. For values z < K, the function g(z) = e= [ (s + a)™e™ = ds (being continuous) is bounded by

a constant. Finally, set A;,, = (alﬁ\(’é’" + (:/2\%1#:11) \ (02,m(#l/1\729)2) to obtain -

To prove and we plug the bound on (u}x)(l)(m) back into the ODE (2). Using the sub-
polynomiality of f*, we can choose an absolute constant As ,, such that

(@D @) <5 (aVA" + ez + (1@ ) V)]

X(al\f Fane™ 4 Ay (14 @)@+ (V)

Taking derivatives on both sides of , we get

@)@ < 5 ([PIV@]+ vV @) + | @)a) D))
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Plugging in the bounds for the first and second derivatives and using concludes the proof, recalling
(see Deﬁnition that for m > 1, [(fM D (z)| < al\/Xm_l + agl|z|m L.
We next prove . We fix A for the remainder of the proof so that the constants in the various bounds

may depend on A and are not necessarily absolute constants. The following is a standard argument in
relating SDEs to PDEs/ODEs. We provide the detailed argument for completeness.

The process Y satisfies trivially a piecewise-linear growth condition on the drift and the (constant)
diffusion coefficient. By the assumptions of the lemma u? » has first and second derivatives that grow at

sub-exponential rate so that u?A is in the domain of the generator of Y* (see e.g. Theorem 6.11 in [22]).
In turn,

B, [uh (P A7) = ) ~ E, [ [ m?ws))(u;x><1><W<s>>ds]

+E,

/ " A(U;A)@)(W(s))dsl .
0

Since U?A solves we have, for each ¢t > 0, that
_ AT _
B, [uh (PNAR)] = b~ By | [ PT)s|. (70)
0

Lemma guarantees that 7, is almost surely finite so that lim; 37)‘(75/\7'5‘) = 0and lim;_, u}A (f”‘(t/\

7)) = 0 almost surely. To conclude that

E, [U;A (T (A %3))] 0 as t — oo, (71)
it remains to show that u?A (YAt A 72\)) is uniformly integrable in ¢. To that end, by we have
~ _ 1 /~ - m ~ _
up (YMEATY)) < Arm (m (YA(t A nj)) + (VNI A ﬁ)) :

so that it only remains to prove the uniform integrability of {(Y*(t A7)))™, ¢ > 0}. In fact, it suffices to
prove the uniform integrability of {(B(t A 7)))™,t > 0}. Indeed, since Y* > 0 on [0,7.) and using
we have

YAt =y — /t A(Y(s))ds + V2AB(t) < y + et VAL + V2AB(t), (72)
0

so that, since E;[(7')¥] < oo for any k € N (see Lemma , the uniform integrability of {(Y*(t A
M)™,t > 0} follows from that of {(B(t A7)))™,t > 0} which we prove next.

The process B(t) = exp(nB(t) — %t) is a martingale for any n € (—oo,00) and so is the stopped
martingale B(t A 7,); see e.g. [22, Theorems 3.7 and 7.14]. In turn, E,[B(t A 7)) = 1 for all y,t > 0.
(Recall that here E,[-] is the expectation conditional on Y*(0) = y and not on B(0) = y.) By Holder’s
inequality

B, fexp(LB(t A7) = By [y B A7) expl (¢4 7))

< BB AR B fesp(E A7) = B lexp s (AR

A similar argument is applied to the martingale B(t) = exp(—nB(t) — %t) By Lemma

E, [exp(”;ﬁi‘)] < oo for all sufficiently small . By the dominated convergence theorem it then holds

that lim,_,o Ey[exp(";%{))} = 1 and we can choose 7 small such that \/Ey [exp(%(t ATM)] < 2. Fixing
such n, we have

E, fexp(3 | B(t AT < By lexp(3 B(t AT))] + Eylexp(~3 Bt AR)] < 4.
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In particular, E,[exp(Z|B(t A 7;)|)] is uniformly bounded in t. We conclude that the sequence {(B(t A
72))™,t > 0} is uniformly integrable and so is, by (72)), the family {(Y*(t A 7))™, ¢ > 0}, which proves
(71). It remains to show that, as ¢t — oo,

AT N o NS
B[P0 <s))d8]%ay [/ P <s>>ds]. (73)

By the almost sure finiteness of 7' (and the finiteness of Y* on finite intervals) we have that
~\ ~ =\ ~
fJAT“ JAYMs))ds — [ fAYA(s))ds almost surely. Since f* € Sp, it suffices to prove that

E /OTu (al\ﬂm + a2(§~/>‘(s))m> ds| < oo, (74)

Y

which will allow us to apply the dominated convergence theorem to obtain . Equation follows
from by the uniform integrability of {|B(t A 7,)|,t > 0} which, through Doob’s inequality implies

also that of {supg<,<, |[B(s AT;)|, t > 0}. We conclude that holds. Plugging and into
completes the proof of the lemma. O

Proof of Lemma We first prove (43). Recall that, given that XM0) =y >0, XMt AT)) <
y+ E(A(tAT))). Using Lemma [4.7| we have that

VNXANEAT)) < a+bly+ EQT)™,

for some (not necessarily absolute) constants a,b. As in the proof of Lemma we then have that
VMXA(tAT))) is uniformly integrable in ¢. By Lemma VMXAMtAT))) — 0 as t — oo almost surely,
combined with the uniform integrability yields .

Next we prove (44)). Taking g(z) = z! in Lemma [4.3| we have

A

E / T oA 4 (R (50 (R (3))1ds
0

Yy Z ()?A(S_))l =E,

S<EATM:|AX A (s)|>0

As X* >0 on [0,7.) and since 2\ 4+ £*(X?*) is non-negative, the required convergence now follows from
the monotone convergence theorem. |

Proof of Lemma For each A\,n € R, denote g(\,n) = E[Q}(c0)]. We must establish that for
each A, g(\,n) is continuous and non-increasing in n, and that

g(A,n) = 0, as n — oc. (75)

In addition, we show g(A,0)/(A/0) — 1 when A — oco. These guarantee that for any a(\) < o € (0,1),
there then exists n()) such that OE[Q,\)] = Aa()) for all large .

Recall that

E[Q)(c0)] = :g[l = (B 1, 0))[1(Bn/ V) — B/ V0], (76)

where 8, = (nu — \)/v/A. Continuity of g(\,n) follows trivially from the continuity of p and h, which,
in turn, follows from the continuity of the normal density and distribution functions. To prove 7 note
that if n — oo then 8, — oco. It is known that, as 8, — oo, 1 — p(Bn, 1,0) — 0 (see the proof of [I5]
Theorem 4]) and (h(5,/vV8) — B./V8) — 0 (see the proof of [29, Theorem 4.1]). Thus, g(A,n) — 0 as
n — oo.

Next note that, g(A,0) = %[1 — p(—=V\, 1, O)][M(—VX/VO) + VA/VB], in which limy_ [l —
p(—VA 1, 0)] = 1 and Lm0 [M(—VA/VO) + VA/VO]/(/A/0) = 1. Hence g(\,0)/(A\/8) — 1 when

A — 00.

Finally, the fact that n()\) is unique follows from the monotonicity of the right-hand side of in 8,
(see [29] Remark 4.2]) and, in turn, that of g(A,n) in n. O
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Proof of Lemma Fix two sequences {n}} and {n3} as in the statement of the lemma as well as
a Brownian motion B. Let the sequences of diffusion processes {Y;*} and {Y3'} be defined as solutions
to the two SDEs:

V) = YP0)+ (=t (V) ds 0 / (VP ) ds + VIAB(),
and .
Y;(t):y;<o)+(x—n2u)t+u/( Ms) ds—9/ (Y2 (s))"ds + VENB(1).
We must prove that if n2 — nd = O(1), then E[(Y{(00))H] — E[(Y3(00))H] = O(1).
Define Y () = YA (t) + n) — A and Y3 (t) = Y3 (t) + n) — A} with

Ai‘;\(;n{‘>+(lg> and Ag‘;(zng‘)Jr(lZ)

E (V) (00) = nd + AN ~E[ (T3 (00) = nd + AY)*] = 0(1). (77)
Indeed, this follows from Remark that guarantees that Theorem [I] and, in turn, Corollary [I] holds
for both Y* +n? and Y3 + n) relative to X* where X* is the B&D process with [n7] as the number
of servers. Namely, we have that both E[(Y(c0) — n} + AP)F] — E[(X*(00) — np + A)F] = O(1), and
E[(Y3\(c0) — ng + A3)F] — E[(X*(00) — n} + A)T] = O(1), which proves (77). O

We claim that

Proof of Lemma Fix two sequences {n}} and {n3} as in the statement of the lemma and let
B = (n2p— N\)/VA for i = 1,2. Using (16]) we write

g(B) = OE[Q] = VAVOz1 (8)2(57)

where 25(87) = [h(8}/V0) — 8}/V/0] and 21 (B8}) = 1 —p(B7, i, 0). Note that 21 (-) € [0,1] and is, in fact,
a decreasing function of its argument (see the proof of [I5, Theorem 4]). Also, if limsup, 33 < ¢; then
there exists co such that liminfy .o (1 — p(B3,u*,0)) > co > 0; see again [I5, Theorem 4]. Also, the
function zo(+) is non-negative and strictly decreasing in its argument (see the proof of [29, Theorem 4.1]).

Assume first that n} —n3 — co. Then,

aNBY) — g (B3) = 1/;22(@)31 (B) — :gzz(ﬁ?)zl (82)

f A A
\f(z2(51) 22(B5))z1(83)

2 A
\[(32(51) 22(83))-

< ey

We claim that

“fjwm S

Recall that, by assumption, limsup, 83 < oo so that, since z3(+) is strictly decreasing and convex (see
the online appendix in [29]) there exists ¢3 such that liminfy_, zél)(ﬂg‘) < —c3. There are two cases to
consider:

(i) B7 — B3 — 0. In this case, by a Taylor expansion around 33 we have that

D) -6 <~ (51 - 53 +o(5) - 3)

Loy A_ A
—Cc3——= (N7 —n5y +o(ny —n — —00
\/a( 1 2 ( 1 2)) )
where the divergence follows from the fact that n} —nj — co.
(i) If iminfy . B3 — B3 > ¢4 for an absolute constant cy, then the result follows trivially from the
fact that zo(-) is strictly decreasing.
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The case n? — ny — —oo is treated similarly. Since 57 < 33 for all sufficiently large A we have that

PBY) g (B) = “f}mmzlm _ y}gwgm ()

> fg(@(m ()2 (8D)
vV

> CQﬁ(ZQ(ﬁi\) - Z2(ﬁ§\))7

for all such A. Similarly to the above, it is now verified that %(zz (B) — 22(B2)) — oo as required. O

Appendix C. The NDS regime Thus far we assumed that p* = p which covers, in particular,
the QED, ED and QD regime. In this section we focus on the NDS regime, namely, we assume that
p* = v/ for some fi > 0 and

VAL = p) = 0(1).

It is, in turn, a property of the NDS regime that
A —pr=0(1) and A —ptnd = OWVA). (78)

The arguments in this section prove that our universal approximation in is indeed universal in
that it covers also this (somewhat newer) regime. From a practical viewpoint, the only change is that
the service rate u should be replaced with p* wherever it appears, particularly in the definition of the
universal diffusion in and in that A* which is now given by

A A * A
A (A (1),
I I ¢
With these obvious changes, all the results stated in §3| apply to the NDS regime without exception.

Many of our proofs do not at all depend on whether or not p* scale with A\. Most of the remaining
proofs require only minor changes. Rather than repeating the proofs, we carefully point out the required
adjustments. We regenerate our numerical examples for this regime in §C.4}

C.1 Changes to The single mathematical result here is Lemma [2.I] which is argued for fixed A
and, in particular, does not depend on how (and whether) y* scales with \.

C.2 Changes to §3|

e Theorem |1} Theorem [1]is a direct corollary of Theorem [2| The bound (E;[r])~' = O(VX)
does not appear in the NDS version of Theorem [2] as the lower excursion is, in fact, shorter here;
see Proposition [J] below. The remainder of Theorem [2] persists in this regime and the required
changes to its proof are detailed in below.

e Corollaries [1] and [2} Given Theorem [I] and Lemma the proofs of these corollaries can be
repeated without any change.

e Lemma The regenerative-structural based argument requires no change.

C.3 Changes to The remainder of this appendix is dedicated to adjustments to the proof of
Theorem [2| as it appears in For the NDS regime we use n* (rather than A*) as the “center” of our
regenerative structure. We re-define

XMNt) = XMt) —n and YA(t) = YA(t) —n.

Given a sequence {f*} € S,,, define for each A and z, ¢g*(z) = f>(z +n* — AM). By it then holds
that {g*} € S, so that the bound gaps for the re-defined X* and Y* imply directly the bounds for

X* — A* and Y* — A*. The regenerative process is re-defined forj? A Y in an obvious way together
with the hitting times 7.}, 77> and 7* for X* and 7}, 7> and 7* for Y.

We note that though now X* and Y are defined slightly different, the proof of Lemma [4.1| will not
change as we can use the same method to choose K there. We next consider separately each of the upper
and lower excursions.
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C.3.1 The upper excursion With the re-defined centering we replace with

Mz) = =X+ p (= + n*) Ant) + 0z, (79)
for all x > 0. Using we then have that
Az) <OVA+0x and £(z) > 0z — IV, (80)

for all > 0 and an absolute constant ). Let, as before, U* be a B&D process on {0,1...,} with birth
rate A and death rate n*pu* + 6z for all > 0. Importantly, guarantees that (26) holds. Since having
¢* non-decreasing and satisfying is all that is required for Lemmas and these continue to
hold without any changes to their respective proofs. Some adjustment is required, however, in the proof
of Lemma .6l

Lemma First we note that the proofs of the upper bounds in Lemma (specifically, in and
(31)) only use . These bounds and their respective proof then require no changes.

We next argue the lower bound in (30]), namely, that E[¢*(U*(c0))] > kv/A for some absolute constant
k. The proof of this fact in Lemma elies on the non-negativity of £* for z > 0. This non-negativity
does not necessarily hold for the re-defined ¢* in . Fortunately, however, the result does follow from
our existing results as we outline next.

If A < n? then £ is indeed non-negative for 2 > 0 and the proof requires no changes. Consequently,
we must only consider the case A* > n*. We re-write as

Mz) = =k + 0z,

where £ = A—p*n* > 0. Let k* = [*/0]. Define U to be a B&D process on the state space {0,1,...}
with arrival rate A and death rate A 4+ 6x in state x. All the conditions in the setting of E apply to U*
so that, by Lemma we have that )
E[(U*(00))’] < 9. (81)

Note that

E[U*(00)™] < e1 (k)2 + E[(U* (00) — £)*|UA (00) > k7)) (82)
for an absolute constant ¢ and that by basic properties of B&D processes, conditional on being greater
than k*, U*(00) — k* has the law of U*. By E* = O(V/)) so that and imply that the family
{U*(0)/V/A, A > 0} is uniformly integrable.

The process U* has the law of the headcount process in the M/M/1 + M queue with arrival rate A,
service rate y*n* and patience rate . Assuming that k*/ VX = k € R, it would then follow from 38
Theorem 2.1] that,

U (o0)
VA

where U(c0) has the density froy in [38, page 6] (with 6 replacing + there and k replacing 3). Since the
density frou is that of a truncated normal random variable with mean k and standard deviation 1, there
exists ¥ > 0 such that E[U(co) — k] = 9. By (83) and the uniform integrability of {U*(c0)/vA, A > 0}
we would conclude that E[(U*(c0) — k*)] > 9/ A/2 for all sufficiently large . We could consequently
have that E[(*(U*(00))] > 9v/A/2.

It only remains to consider the case that {k*/ VA, A > 0} does not converge. In this case, however,
since k* = O(VA) (see (7§)) we can find k* such that k* < k* for all sufficiently large A and such
that k*/vVA — k € (—00,00). Defining U* to be a B&D process, with birth rate \, and death rate
A—k*0+0x, a simple coupling argument shows that U*(co) — k* >.; U*(00) — k*. The arguments above
apply directly to U*(co) — k* so that the result follows.

= U(c0), (83)

C.3.2 The lower excursion The lower excursion requires more elaborate adjustments. In the case
p = pu treated in the main body of the paper, we relied on a certain symmetry between the upper and
lower excursions; see §4.3| This symmetry is lost in the NDS regime. Informally, the lower excursion
here is order-of-magnitude shorter than the upper excursion. Additionally, because of the way in which
u* scales with A, the derivative bounds that we are able to establish for the ODE solution are somewhat

weaker. Together, however, the correct ultimate bounds are achieved. Propositions [J] and are the
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required analogues of Proposition [f] and [6] for the NDS regime. Because of the symmetry between the
lower and upper excursion in the case u* = pu, the proof of Propositions (respectively @ was identical
to that of Proposition |3 (respectively . Thus, we use the latter as our reference proofs.

Proposition 9 (order bounds)

m—3

=0\ ? ), meN.

Eo[r}] = O(ﬁ_%) and Ky [/OTI (X*(s))™ds

Proof: The main step in adjusting the proof of Proposition (3] is in adapting the Lyapunov-function-
argument in Lemma [4.6} In fact, the proof is almost identical with the exception of the power of X in
various places being 1/4 rather than 1/2. We provide the details for completeness.

Let U be a B&D process on the non-negative integers with birth rate A\ — P‘(x) and death rate A,
where we re-define £* (see ([46)) as )
Ax) =X —npd +ap. (84)
Let U* be the generator of the B&D process (U*(t),t > 0). Let f(z) = 2™. Then, for all z € N,

UM (@) = M(f(x — 1) = f@) + (= P@)(fle+1) - f(2)):
Since f(x+ 1) = f(2) = Yo (7)™ and (o — 1) = f(@) = Yoz (7)™ 5 (=1,

W)= > —lp‘(x)<7:)mmk+ 3 (zx)(@mmk.

k<m,k#0 k even, k0

Using we have that
Ma) > vz — 9V, (85)
for some absolute constant ¢ and all z > 0 and we can then choose absolute constants ¢y, ¢, ¢3 such that
UNf(z) < —coV ™, for all x > c1 AT and such that UNf(z) < c;;)ﬁm*% for all x < i \7. Subsequently,
there exist absolute constants ¢4, ¢5 such that

UMNF(2) < —caVAz™ + cszi™ 3

Applying expectations we conclude that (see e.g. Corollary 1 in [16]),

% y\im

E[(U%(e0))"] <

A Lyapunov function argument is also used to prove that E[/*(U*(00))] > AT for an absolute constant
9. We consider in detail the case in which ¢* is non-negative (i.e. A* > n*). Since A* —n* = O(1) (see
(78))), the other case follows immediately by re-defining the 0 point to be A instead of n*.

Define (a sequence of) functions ¢g* as follows (cg is to be determined):

Ma) = { 2% z < [epAi];
g @2[ee ] + Dz — ([eeA ] + DfegAt]; 2 > [esh ]
Then,
A; z =0,
U (z) ={ 22— 2z + 1) (x); 1<z < [eghi],

—(2[egAi] + 1) (z); x> [egAi].
We claim that we can choose cg in the definition of g* together with absolute constants cz, cg such that
UrgM () > ) — Cg)\%g)\(x), (86)

in which case, since E/*g*(U*(c0))] = 0, we conclude that E [(*(U*(c0))] > ¢7A%/*/cs as required.
Since /* is non-negative and non-decreasing, to show the existence of such constants, it suffices to find
c7 < 1 and cg, c7, cg such that

A= (2[cgAT] + 1) ([egAiT) > 0, (87)
[esAT — (2[cgAT] + )]0 (egAT]) > crA. (88)
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Specifically, we choose ce sufficiently small so that (| . ) holds. Since there exists an absolute constant cg
such that /([cgA3]) > coA3/* we can subsequently choose cg to satisfy (88). Equation (86) follows and
we conclude that E [¢*(U*(00))] > ¢7A%/*/cs as required.

With these bounds, the proof of Proposition [J] follows exactly as that of Proposition [3] using the fact
that, for any non-decreasing function f,

Eo [ [T £(XN(s))ds
E[f(07(0))] < O[OEO 7 s

which is proved identically to Lemma [£.4] and the inequalities
! <Eo[r] < -t
E[PUMNoo) +1)] = "V T E[ANUNo0))]
T E [f(U(c0) + 1)]
| s s < ]

which are, in turn, proved identically to Proposition O

E [f(U*o0) +1)],

Eo

Proposition 10 (gap bounds) Fiz m € N and {f*} € S,

VA, 0) = VM, 0) =0 (VA" ).

The main difference here, relative to the proof of Proposition 4] is in the derivative bounds stated in
Lemma [CTl These should be contrasted with those in Lemma Given the derivative bounds and the
order bounds in Proposition 9] the proof of Proposition [I0]is similar to that of Proposition [} we provide
the complete details below. In what follows E)‘ is as in . Also, when referring to note that one
should replace /* there with the one defined in

LEMMA C 1 Fizm € N and {f*} € S,n. Then, for each \, there exists an infinitely differentiable solution
fA to such that for x > 0,

(@) M (@)] < A (ﬁ Ty A’”;%m) ,
+ l(fk)(l)($)>
)\ )

where A;m, i = 1,2,3 are absolute constants. In addition, V}(y) =: V}(f*,y) is the unique solution
satisfying the above inequalities.

m—2
(@) P (@)] € Ao (VA +
2m—>5

(@)@ < Aa (V3T +

Proof: Using and recalling that x* = fiv/A, we have the existence of absolute constants Co.m;C1,m
such that

(@)D (a ‘/ aV/X" +a257 *fi@dudﬂ

S/ VA" + ags™ o o P du
" A
;4():——)2 oo ﬁs2 1
—alx/_m Nie A e 2 Ad—s
z— 0 At
m+1 mx*%)z o0 as? ]
+ 2\ eTEA / (s + Cfo)me_ﬁd—ls
A z—<0 I A7
m—2 1 X Cl m \ m+1 xr m
<ComVA M (14 )+ 22225 (14 .
’ p%: A p%:

2m

Ifz < )\%, then the above is less than (2C 4+ 2C1,m) A T% while if z > )\% then the above is less than
2(00,771 +Cl,m)

. As aresult, we can define absolute constant A ,,, appropriately for \( DO ().
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Using directly the ODE (47), we then obtain the bounds for |(12}A)(2)(m)| and |(a}k)<3> (x)| similarly to
the proof of Lemma Finally, the fact that Vf‘ (y) is the unique solution is proved identically to Lemma
noting that its proof is for fixed A and, in particular, does not depend on whether or not u* scales

with . ]

Proof of Proposition The proof begins identically to that of Proposition [ to obtain that

Vi (y) —E, l /0 5 f’\(X’\(s))ds]

<IE, [Vf\(X/\(t A Tz/\))] |

- . . 1 . .
+ [, > (Avﬁ(st)) — D (E (s ) AKX (5) - 2<vﬁ><2)<Xk<s—>><AXA<s>>2)
s<EATM|AX A (5)[>0
t/\TlA 1 . . .
HE [ 3PN )ds
0
- 1 .
<|E, VNEXMNeAT))] |+ [E, > SO gl )l
s<EATYAXA(8)|>0
t/\TlA 1. - -
HE [ PO )ds
0
(89)
for some ngi(s_) € (-1,1).
Using Proposition [0] we have that for all i > 0,
sz . . ) i
By /O |€A(XA(S))(XA(S))ZdS] = O(VA%). (90)
This, together with the bound for (V') in Lemma gives
Tl>\ . . . _
E, U PO D O @)ds | = OVA" ),
0
Similarly, we can get the same order for the term involving (Vl)‘)@) in if we can prove
E, S INE =)+l )l || = 0T, (91)

s<EAT)|AX A (5)[>0

Here, if m > 1, we can use to prove . If m = 0, we have as in the proof for the upper excursion
that

E, > (DX 5=) + 0y o)l | < asEy > L{xr(sm)e(@> —1ar+2)) |
s<EAT)|AX A (5)[>0 s<EATM|AXA(5)[>0

which is (for y = 0), by Proposition |5 and Lemma of the order of A x Eq [7}] P{X*(c0) € (a* —
1,a*+2)} = O(1). Recall (Lemma D that V2 (fA,y) =E, [ OTLA fA(XA(s))ds}. Thus, we conclude that

VAP0 =0 =0 (W),

as required. 0
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Figure 25: Expected queue approximation: fixed A, varying n: 11 <n < 34

C.4 Numerical examples In Figures we regenerate Example where the single difference
is that we replace = 1 in the examples with a service rate that scales with A, namely, with u* = V/\.

In Figures 2830] we similarly regenerate Example [3.2]
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Figure 26: Expected queue approximation: fixed p, varying A: 20 < A < 2000

Figure 27: Expected queue approximation:
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Figure 28: Probability of delay: fixed A, varying n: 11 <n < 34
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Figure 29: Probability of delay: fixed p, varying A: 20 < A < 2000
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