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Abstract

The subject of the present research is the M/M/n+G queue. This queue is
characterized by Poisson arrivals at rate A\, exponential service times at rate u, n
service agents and generally distributed patience times of customers. The model
is applied in the call center environment, as it captures the tradeoff between op-
erational efficiency (staffing cost minimization) and service quality (accessibility of
agents).

First, we provide an extensive background on the M/M/n+G model and its
most important special case: the Erlang-A queue with exponential patience times.
In particular, we present an extensive list of formulae, many of which are new, for
M/M/n+G performance measures.

The next part of our research is motivated by a phenomenon that has been ob-
served in call center data: a clear linear relation between the probability to abandon
P{Ab} and average waiting time E[W]. Such a relation is theoretically justifiable
when customers’ patience is exponential, but it lacks an explanation in general. We
thus analyze its robustness within the framework of the M/M/n+G queue, which
gives rise to further theory and empirically-driven experiments.

From the theoretical point of view, we establish order relations for performance
measures of the M/M/n+G queues, and some light-traffic results. In particular,
we prove that, with A, u, n and average patience time fized, deterministic patience
minimizes the probability to abandon and maximizes the average wait in queue.

In our experiments, we describe the behavior of M/M/n+G performance mea-
sures for different patience distributions. The findings are then related to our
theoretical results and some observed real-data phenomena. In particular, clear
non-linear relations (convex, concave and mixed) emerge between the probability to
abandon and average wait. However, when restricted over low to moderate aban-
donment rates, approximate linearity prevails, as observed in practice.

In the last part of the research, three asymptotic operational regimes for medium
to large call centers are introduced and studied. These regimes correspond to the
following three staffing rules, as A and n increase indefinitely and p held fixed:
Efficiency-Driven (ED): n ~ (A/u)-(1—7v), ~v>0,

Quality-Driven (QD): n ~ (A/p)-(1+~), ~>0, and
Quality and Efficiency Driven (QED): n =~ A u+ /N, —oo< < oo.

In the ED regime, the probability to abandon and average wait converge to
constants. In the QD regime, we observe a very high performance level at the
cost of possible overstaffing. Finally, the QED regime carefully balances quality
and efficiency: agents are highly utilized, but the probability to abandon and the
average wait are small (converge to zero at rate 1/y/n). In addition, in the QED
and ED regimes, we establish an asymptotic linear P{Ab}/E[W] relation.

Numerical experiments demonstrate that for a wide set of system parameters,
the QED formulae provide excellent approximation for exact M/M/n+G perfor-
mance measures. In turn, the much simpler ED approximations are very useful for
overloaded queueing systems.

Finally, our theoretical results are applied to call-by-call data of a large bank.
Several interesting phenomena concerning applications of the QED approximations
and linear P{Ab}/E[W] relation are observed and studied.
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Part 1
Introduction

1 Some facts about call centers

1.1 The call center industry: quality/efficiency tradeoff

During the last two decades, there has been an explosive growth in the number of compa-
nies that provide services via the telephone, as well as in the variety of telephone services
provided. One study [4] estimates the number of call center employees in 1999-2000 at
between four to almost nine millions in the USA (3-6% of the total workforce), 600,000
in the UK (2.3%) and 200,000 in Holland (almost 3%). Gans, Koole and Mandelbaum
[27], citing [19, 66], report a more conservative estimate for the USA: 1.55 million for the
private sector in 1999.

Recent research of Rafaeli [59] reports that in Israel there are currently approximately
500 call centers. The number of employees in the 200 largest call centers is near 11,000.
(Which relatively to the total population, is less than in the three countries referred
to above.) Most Israeli call centers are operating in banking, medical care, insurance,

communication, tourism, transport, emergency services and the food industry.

Figure 1: Number of call center employees in Germany
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As an additional representative example, consider the dynamics of call center employ-
ment in Germany (Figure 1). (The averages of upper and lower estimates, provided in
8], are shown.) Here we observe more than three-fold increase over five years.

Figure 2 [8] shows a sectoral distribution of call centers in Germany. (The numbers do
not sum up to 100% since a single call center can provide several types of service.) Note
a large share of banking call centers in the industry, which is the sector that our practical

examples are taken from.

Figure 2: Sectoral distribution of call centers in Germany
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Technological progress has significantly affected the development of the call-center
industry. Computer-Telephone Integration (CTI) provides numerous opportunities for
combining telephone service with e-mail and Internet services. Consequently, many call
center evolve to so-called contact centers. Automated Speech Recognition techniques
help extend the number of tasks that the Voice Response Units (VRU), traditionally
touch tone, have been able to perform. (Eventually, speech recognition and/or Internet
will probably annihilate the trend, shown in Figure 1, in the same way as the invention
of the automatic call distributor dramatically decreased the number of employees in the
telephone industry [69].)

A central characteristic of a call center is whether it handles inbound or outbound

traffic. Inbound call centers handle incoming calls that are initiated by customers calling



in to a center. For example, these types of centers provide customer support, help desk
services, reservation and sales support for airlines and hotels, and order-taking functions
for catalog and web-based merchants. Outbound call centers handle outgoing calls, calls
that are initiated from within a center. These types of operations have been traditionally
associated with tele-marketing and survey businesses.

In this research, we shall focus on models that are more appropriate for inbound
call centers. We shall not explore VRU models (that environment rarely gives rise to
queueing).

A central challenge in designing and managing a service operation in general, and
telephone-based services in particular, is to achieve a desired balance between operational
efficiency and service quality. Note that these concepts are multi-dimensional. Below we
explain which aspects of quality and efficiency are of most interest for our research.

Although telephone call centers are technology-intensive operations, often 70% or more
of their operating costs are devoted to Human Resources (HR). Hence, effective HR
management is crucial in the call center environment. HR management challenges usually

belong to one of the following two types:

e In the yearly and monthly time scale, one should use effective hiring and training
policy [29]. Indeed, call centers are characterized by very high turnover rates. Bor-
doloi [7] reports that the turnover rate in the US call centers for the year 2000 was
approximately 50%. This is consistent with our experience for Israeli call centers.
According to [7], the average cost to recruit and train a new agent is more than
$6000. Therefore, call center managers should carefully account for turnover and

long-term demand trends.

o At the weekly and daily levels, queueing and scheduling models should be used.
Queueing models are used to determine how many agents must be available to
serve calls over a given half-hour or hour; scheduling models determine time periods

during the day, week or month, when each agent will work.

Our research deals with queueing models. See [27] for a review on scheduling and hiring
models.
Now we explain the aspects of service quality that are of most interest in this study.

Service challenges can be classified, in large, to three main categories.

7



o Accessibility of agents. Here typical questions are: “How long did customers have
to wait (if at all) to speak to an agent? How many abandoned the tele-queue before

being served?”

e Flffectiveness of service. The key question is “Has the customer’s problem been

resolved?”

e The characteristics of agents’ interactions with customers. (Important factors are

agent’s politeness, number of transfers encountered by a customer, etc.)

In our research, we consider the first aspect of service quality, which can be called opera-
tional quality. We thus focus on the phenomena of waiting in queues and abandonment,
which are common in call centers and can be relatively easily formalized via mathematical
models.

Summarizing, we treat the following aspect of the quality/efficiency tradeoff: having
the right number of agents in place at the right times. “The right number” means not
too many, saving operating costs, and not too few, avoiding excessive customers’ wait and
abandonment.

The quality and efficiency levels of a well-run modern call center can be extraordinary.
In a large performance-leader enterprize, thousands of agents could serve many thousands
of calling customers per hour; agents’ utilization levels exceed 90%, yet about 50% of the
customers are answered immediately upon calling; callers who are delayed demand a
response within seconds, the vast majority gets it, and scarcely few of the rest, say 1% of
those calling, abandon during peak-congestion due to impatience. But most call centers
(in particular Israeli call centers) are far from achieving such levels of performance. To
these, scientific models are prerequisites for climbing the performance ladder, and such

models are the subject of the present thesis.

1.2 Call centers as queueing systems

In light of the quality/efficiency tradeoff challenge, as posed above, it is natural to model
call centers by queueing systems. Note that unlike many other queues, call center queues

are tnwvisible: callers cannot observe how long a queue is and their progress in it. Conse-



quently, the abandonment behavior of customers in tele-queues is different from face-to-
face queues.

For example, customers in a bank face-to-face service are probably unhappy at the start
of their wait, but become more and more satisfied approaching the teller. In addition, it is
easier for face-to-face customers to make an informed choice: is it worth to join the queue?
In contrast, the irritation of tele-customers often increases with time spent in queue. In
fact, informing customers about their expected wait is the way many call centers choose
to make their tele-queue partly visible. (But see the discussion on the second plot of our

subsequent Figure 5.)

Figure 3: Schematic representation of a telephone call center
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Modelling a Call Center. A simplified representation of traffic flows in a call center is
given in Figure 3. Incoming calls form a single queue, waiting for service from one of n
statistically identical agents. There are k + n telephone trunk-lines. These are connected
to an Automatic Call Distributor (ACD) which manages the queue, connects customers
to available agents, and also archives operational data. Customers arriving when all lines
are occupied encounter a busy signal. Such customers might try again later (“retrial”) or
give up (“lost call”). Customers who succeed in getting through at a time when all agents
are busy (that is, when there are at least n but fewer than k + n customers within the

call center), are placed in the queue. If waiting customers run out of patience before their



service begins, they hang up (“abandon”). After abandoning, customers might try calling
again later while others are lost. After service, there are “positive” returns of satisfied
customers, or “negative” returns due to complaints.

Note that the model in Figure 3 ignores multiple service types and skilled-based routing
that are present in many modern call centers. However, a lot of questions still remain
open even for models with homogeneous servers.

In basic models, the already simple representation in Figure 3 is simplified even further.
Specifically, in this study we assume that there are enough trunk-lines to avoid busy
signals (k = o00). This assumption materializes in many of today’s call centers. In
addition, we assume out retrials and return calls, which corresponds to absorbing them
within the arrivals. This is reasonable to do when retrials/returns are not too immediate.
However, and unlike most models used in practice, we do acknowledge and accommodate

abandonment. The reasons for this will become clear momentarily.

2 Patience in invisible queues

A classical M/M/n' queueing model, also called the Erlang-C model, is the one most fre-
quently used in workforce management of call centers. Erlang-C assumes Poisson arrivals
at a constant rate A\, exponentially distributed service times with a rate p, and n inde-
pendent statistically-identical agents. (Time-varying arrival rates are accommodated via
piecewise constant approximations.) But Erlang-C does not allow abandonment. This,
as will now be argued, is a significant deficiency: customer abandonment is not a minor,
let alone a negligible, aspect of call center operations.

According to the “Help Desk and Customer Support Practices Report, 1997”7 [36],
more than 40% of call centers set a target for fraction of abandonment, but in most cases
this target is not achieved. Moreover, the lack of understanding of the abandonment
phenomenon and the scarcity of models that acknowledge it, has lead practitioners to
ignore it altogether. (For example, this lead [16] to conclude that abandonment is “not
a good indicator of call center performance”.) But models which ignore abandonment
either distort or fail to provide information that is important to call center managers. We

now support this last statement, first qualitatively and then quantitatively.

1See List of Acronyms for a review of conventional notation in queueing theory.
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e Abandonment statistics constitute the only ACD measurement that is customer-
subjective: those who abandon declare that the service offered is not worth its
wait. (Other ACD data, such as average waiting times, are “objective”; also, ACD
reports do not include the only other customer-subjective operational measures,

namely retrial /return statistics.)

e Some call centers focus on the average waits of only those who get served, which
does not acknowledge abandoning customers. But under such circumstances, the
service-order that optimizes performance is LIFO = Last-In-First-Out! [28] which

clearly suggests that a distorted focus has been chosen.

e [gnoring abandonment can cause either under- or over-staffing: On the one hand,
if service level is measured only for those customers who reach service, the result is
unjustly optimistic since the effect of an abandonment is less delay for those further
back in line, as well as for future arrivals. This would lead to under-staffing. On
the other hand, using workforce management tools that ignore abandonment would
result in over-staffing since, with abandonment acknowledged, fewer agents would

be needed in order to meet most abandonment-ignorant service goals.

Erlang-A: The simplest (most tractable) way to model abandonment, is to enrich Erlang-
C (M/M/n) in the following manner. Associated with each arriving caller there is an
exponentially distributed patience time with mean §~'. An arriving customer encounters
an offered waiting time, which is defined as the time that this customer would have to
wait given that her or his patience is infinite. If the offered wait exceeds the customer’s
patience time, the call is then abandoned, otherwise the customer awaits service. The
patience parameter 6 will be referred to as the individual abandonment rate. (We shall
omit “individual”, when obvious.) Assuming independence among inter-arrival times, in-
dividual patience times and service times yields a Markov model (Birth & Death Process)
which we denote by M/M/n+M, or Erlang-A (A for Abandonment, and for the fact
that it interpolates between Erlang-C and Erlang-B, the latter being M/M/n/n).

With Erlang-A, the quantitative significance of abandonment can be demonstrated
through simple numerical examples. We start with Figure 4, which shows the fraction of

delayed customers and the average wait in an M/M/n and a corresponding M /M /n+M

11



model. (The first plot of Figure 4 is adapted from Garnett et al. [29].) In both models,
the arrival rate is 48 calls per minutes, the average service time equals 1 minute, and the
number of agents is varied from 35 to 70. Average patience is taken to be 2 minutes for
the Erlang-A model. Clearly, the two curves convey a rather different picture of what is
happening in the system they depict, especially within the range of 40 to 50 agents: as
shown below, Erlang-C is stable only with 49 or more agents, while Erlang-A is always

stable. (See Subsection 6.1.1.)

Figure 4: Comparison between Erlang-A and Erlang-C
48 calls per min., 1 min. average service time, 2 min. average patience

probability of wait

average wait
50

“‘ —— Erlang-A — Erlang-A
' - -- Erlang-C --=- Erlang-C
0.8f \ o 407
) (0]
) (2]
8 \ g
' S
E 0.6r s = 30F
s} ' o
> ' £
= ' S
fo]
S04t % i 20t
[ A (o)}
a A o
. [
s &
0.2r N 10¢
%5 40 45 50 55 60 65 70 %5 40 45 50 55 60 65 70

number of agents number of agents

The above M/M/n and M/M/n+M models are further compared in Table 1, using
the 4CallCenters software [22]%.

Note that exponential patience with an average of 2 minutes gives rise to 3.1% aban-
donment. Then note that the average wait and queue length are both strikingly shorter,
and this with only 3.1% abandonment taking place. (Significantly, this high-level perfor-
mance is not achieved if the arrival rate to the M/M/n system is merely decreased by
3.1%; for example, the “average speed of answer” in such a case is 8.8 seconds, compared
with 3.7.) Finally, note that system performance in such heavy traffic is very sensitive to
staffing levels - adding 3 or 4 agents to M/M/n would result in M/M/n+M performance,

as emerging from the horizontal distance between the graphs in Figure 4. Nonetheless,

2We shall demonstrate several applications of this useful program in Subsections 6.1.2 and 6.1.4.
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Table 1: Comparing models with/without abandonment
50 agents, 48 calls per min., 1 min. average service time, 2 min. average patience

| [ M/M/n | M/M/n+M [ M/M/n, X |31% |

Fraction abandoning - 3.1% -
Average waiting time 20.8 sec 3.7 sec 8.8 sec
Waiting time’s 90-th percentile | 58.1 sec 12.5 sec 28.2 sec
Average queue length 17 3 7
Agents’ utilization 96% 93% 93%

since personnel costs are the major operational costs of running call centers (as already
mentioned, prevalent estimates run at about 60-70% of the total), even a 6%-8% reduc-
tion in personnel is economically significant (and much more so for large call centers that

employ thousands of agents).
M/M/n+G: The Erlang-A model assumes exponentially distributed patience times. Is

this assumption valid in practice?

Figure 5: Bank data: hazard rates of patience times
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Figure 5 provides two examples of negative answers to the last question. Here we
display the hazard-rate estimates of customers’ patience for two banks: a large American
bank (the related data will be studied in Section 19) and a small Israeli one. Recall that

the hazard rate of an exponential random variable is a constant.
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In the two cases we observe different, but clearly non-exponential patterns. American
customers are very impatient at the beginning of their wait, but their patience stabilizes
after approximately 10 seconds. In contrast, Israeli customers have two clear peaks of
abandonment: approximately at 15 and at 60 seconds. (It turns out that these two surges
of abandonment take place immediately after two recorded messages to which customers
are exposed: the first one when they enter the queue and the second after approximately

1 minute.)

Figure 6: Dependence of performance on patience distribution
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Therefore, at least in some applications (according to our experience, in most), cus-
tomers’ patience times are non-exponential. In this research, we study the M /M /n+G
model, which allows a general distribution of patience times G (rather than exponential
in M/M/n+M).

We now show that non-exponential distribution of patience can significantly affect
system performance, when compared to the Erlang-A system with the same average pa-
tience. Figure 6 is related to the research reported in Section 12. We consider M/M /n+G
queues with n = 100 and service rate 4 = 1. Three patience distributions with the same
average patience are compared: exponential with average 2, constant 2 and uniform on
[0,4]. We varied the arrival rate A from 10 to 500, in step 2.5, calculating two performance

measures: the probability to abandon and average wait.
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Observe that the two plots of Figure 6 are not similar. The three average-wait curves
are very different, except for small values of A when the wait is negligible. In contrast,
the probability-to-abandon curves seem almost identical. Only if we zoom around
A = 100, there is a noticeable difference between deterministic patience and the two other
distributions.

This example shows that
e Patience-distribution can significantly affect performance of the M/M/n+G queue;

e The effect of patience distribution strongly depends on the performance measure we

consider (average wait and probability to abandon, in our example);

e The effect of patience distribution depends on the load the system is working under.
A

Specifically, it is very important if the offered load per agent — is significantly
np

below 1, around 1, or significantly above 1.

Figure 6 gives rise to questions that will be answered in subsequent parts of our research.

For example:

e Why are the three curves in Figure 6 ordered in that specific way? (See Lemma

11.1 and Theorem 11.1 in Section 11.)

e Why the average waits for highly-loaded system (A >> 100) are very different and

the probabilities-to-abandon are almost the same? (See Section 17.)

3 Operational measures of performance

In order to apply a queueing model, one must first define relevant performance measures,
and then be able to calculate them. Moreover, since call centers can get very large
(thousands of agents), the implementation of these calculations must be both scalable

and numerically stable.

3.1 Practical measures: Waiting Time

The most popular measure of operational (positive) performance is P{W < T, Sr}, where

W is the waiting time, {Sr} is the event “customer gets service” and T is a target time
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that is determined by Management/Marketing. For example, in a call center that caters
to emergency calls, T = 0 (or T" very small) would be appropriate. A common rule of
thumb (without any theoretical backing, as far as we know), is the goal that at least 80%
of the customers be served within 20 seconds; formally, P{I¥ < 20, Sr} > 0.8. To this,
one sometimes adds E[W], or E[W|W > 0], as some measure of an average (negative)
experience for those who waited.

An important measure that is rarely used in practice is P{IW > 0}, the fraction of
customers who encounter a delay. This is a useful stable measure of congestion. Its
importance stems from the fact that it identifies an organization’s operational focus, in

the following sense:

e P{W > 0} close to 0 indicates a Quality-Driven operation, where the focus is on

service quality;

o P{WW > 0} close to 1 indicates an Efficiency-Driven operation, where the focus is

on servers’ efficiency (in the sense of high servers’ utilization);

e P{W > 0} strictly between 0 and 1 (for example 0.5) indicates a careful balance
between Quality and Efficiency, which we abbreviate to QED = Quality & Effi-

ciency Driven operational regime.

The above three-regime dichotomy is rather delicate. For example, consider a system
in which customers’ average patience is close to the average service duration (for example,
let both be equal to one minute), and assume that its offered load A/ is 100 Erlangs.
Then, staffing of 100 servers would lead to the QED regime, with high levels of both
service and efficiency that are balanced as follows: about 50% of the customers are served
immediately upon arrival, the average wait is 2.3 seconds, 4% of the customers abandon
due to their impatience, and servers’ utilization levels are 96%. The QED regime still
prevails at staffing levels between 95 and 105. With 90 servers, the system is efficiency-
driven: 11% of the customers abandon, only 15% served immediately, and utilization is
over 99%. With 110 agents, it is quality-driven: abandonment is less than 1%, and 83%
are served immediately.

Significant part of our research (Part IV) will explore the three operational regimes,

introduced above.
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3.2 Practical measures: accounting for Abandonment

In a quality-driven service, P{W > 0} seems the “right” measure of operational per-
formance. Thus, consider hereafter an operation in which P{W > 0} is not close to
vanishing.

As explained before, performance measures must take into account those customers
who abandon. Indeed, if forced into choosing a single number as a proxy for operational
performance, we recommend the probability to abandon P{Ab}, the fraction of customers
who explicitly declare that the service offered is not worth its wait. Some managers
actually opt for the refinement P{W > ¢; Ab}, for some small ¢ > 0, for example ¢
= 3 seconds. The justification is that those who abandon within 3 seconds can not
be characterized as poorly served. There is also a practical rational that arises from
physical limitations, specifically that such “immediate” abandonment could in fact be a
malfunction or an inaccuracy of the measurement devices.

The single abandonment measure P{Ab} can be refined to account explicitly for those

customers who were in fact well-served. Thus, we propose:
o P{W < T;Sr} - fraction of well-served;
e P{Ab} - fraction of poorly-served.

A further refinement, that yields a four-dimensional service measure, could be:
e P{W < T;Sr} - fraction of well-served;

e P{W > T;Sr} - fraction of served, with a potential for improvement (say, a higher

priority on their next visit);
o P{W > ¢ Ab} - fraction of poorly-served;

o P{WW < ¢ Ab} - fraction of those whose service-level is undetermined - see above

for an elaboration.
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4 Research motivation and objectives

4.1 Impact of customers’ patience on delay and abandonment

In Section 2 we presented a hierarchy of queueing models: starting from the classical
(and inadequate for the call center environment) Erlang-C, continuing to the simplest
abandonment model M/M/n+M and ending up with M/M/n+G, the model with general
customers’ patience.

Garnett et al. [29] analyzed the M/M/n+M (Erlang-A) model, in which customers’
patience is exponentially distributed. “Rules of thumb” for the design and staffing of
medium to large call centers were then derived. In Brown et al. [13] the following note-
worthy facts were established: patience patterns could be far from exponential, yet, in
many aspects, the Erlang-A formulae provide useful accurate approximations for observed
performance and data characteristics. (See Subsection 6.1.3.)

An important question thus arises: how robust is the M/M/n+M model with respect
to deviations in its characteristics? In Part III of the thesis we answer it for customers
(im)patience, which is natural to pursue within the M/M/n+G framework. This model
assumes that customers arrive to the queueing system equipped with patience times T
that are G-distributed, iid across customers. A customer that has to wait for service
more than 7 abandons.

Above we underlined the significance of the probability to abandon as an operational
measure. [t is thus theoretically important and practically useful to identify functional
relations between the probability of abandonment and other performance measures. Such
relations could be used, for example, in predicting some performance characteristics from
knowledge of others.

The following example gives a flavor of the problems, practical and theoretical, that
motivate Part III of our research. Its objective is to relate two performance measures in
steady state: the probability to abandon P{Ab} and the average waiting time in queue
E[W]. (Here and in the sequel, E[W] is the average wait of all customers, either served
or abandoning.)

Figure 7 displays an empirical relationship between the two measures. It was plotted
using the yearly data of the Israeli bank call center [14], analyzed in Brown et al. [13]

and Mandelbaum et al. [49]. First, the probability to abandon and average wait were
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Probability to abandon

Figure 7: Probability to abandon vs. average waiting time
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computed for the 4158 hour intervals that constitute the year 1999. The left plot of
Figure 7 presents the resulting “cloud” of points, as they scatter on the plane. For the
right plot, we are using an aggregation procedure that is designed to emphasize dominating
patterns. Specifically, the 4158 intervals were ordered according to their average waiting
times, and adjacent groups of 40 points were aggregated (further averaged): this forms
the 104 points of the second plot in Figure 7. (The last point of the aggregated plot is an
average of only 38 hour intervals.) We checked that, in fact, the regression lines for the
two plots in Figure 7 are nearly identical.

The linear fit that emerges from the graphs is remarkable. And indeed, if W denotes
waiting time and 7 patience time, the law

P{ADb} = £

(4.1)

is provable for models with ezponential patience (see Subsection 6.1.2). But, as will now
be recalled from Section 2, this obviously is not our case: the hazard rate of patience is
far from being constant, as it should have been if 7 was exponential.

The second plot of Figure 5 from Section 2 shows the estimate of the hazard rate
for patience of regular customers (approximately 70% of all customers; other types of
customers exhibit similar patterns). The Kaplan-Meier estimate (for example, see [17]
or Subsection 8.4) and a smoothing algorithm [26] were performed in order to produce

that curve. The hazard pattern is clearly nonlinear, hence the pattern of the patience
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distribution is far from exponential.

Two other examples of a linear relation between the probability to abandon and av-
erage wait are presented in Figure 8. Both are based on the same yearly call center data,
referred to above. The first plot takes into account all customers. It differs from Figure 7
by its definition of waiting time: here it includes also the time spent by customers in the
VRU (Voice Response Unit). The second plot is for a specific type of customer: potential
customers asking for information on available services (approximately 15% of phone calls

over the year). Both plots aggregate data along the guidelines of the second graph of

Figure 7.
Figure 8: Probability to abandon vs. average waiting time
VRU-time included in wait potential customers
0.5 0.7
0.45
0.6
041
éo.as 50‘57
j c
g 0.3 g
S @© 0.4
o =]
‘;025 -
g ED.B*
% 0.2F %
S =
DE_ 0.15( N o2
01 e
9;"’
0.05 '
g
0 f o]

\ , . , . .
100 150 200 250 0 50 100 150 200 250 300
Average wait (VRU + queue), sec Average waiting time, sec

The points on the first plot are approximated by a straight line that intersects the
z-axis around 10 seconds (average time spent in the VRU). The pattern of the second
plot is close to a straight line with a positive intercept of the y axis, approximately at
0.1 (except for a couple of points near the origin and the point with the largest wait).
Theoretically, a similar relation arises in the case of exponential abandonment with balk-
ing: customers’ patience is equal to zero with probability p (immediate abandonment if
wait is encountered) and it is exponential with probability (1 — p). The relation between
the theoretical balking model and the second empirical plot in Figure 8 can be partially
clarified using [49]. It was shown there that potential customers are less patient than

customers overall, and they often abandon during their first seconds of wait (prior to the
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first peak in Figure 5). This explains balking but does not fully account for the linear
pattern.

The above examples give rise to a more general question: how do patience patterns
affect queueing system performance? In particular, it is important to understand the
circumstances under which one can practically use simple relations that, theoretically,
apply perhaps only to models with exponential patience. This issue will be studied in
our research (Part 11T and, to some extent, Part IV), both theoretically and via numerical

experiments.

4.2 Asymptotic operational regimes for the M /M /n+G queue

Consider Table 2, which displays a typical daily ACD report of a moderate-to-large call
center in the US, from the Health Insurance industry. For every half-hour interval, the
report depicts the number of incoming calls, abandonment fraction, the Average Speed
of Answer (ASA), the Average Handling Time (AHT), the agents’ occupancy and the
average number of agents over the interval in consideration.

We observe that performance level, presented by ASA and Abn%, varies significantly
over the day. We shall concentrate on three time intervals, highlighted in bold: 13:30,
14:30 and 17:00.

The first interval is characterized by 100% occupancy, relatively high abandonment
rate (9.4%) and considerable ASA (more than 1 minute). During this half-hour, the call
center is working in the Efficiency-Driven (ED) regime, in the sense that the emphasis is
on agents’ utilization, or efficiency. (Note that the number of agents is smaller than in
the adjacent intervals. A probable cause could be lunch break.)

The interval that starts at 17:00 presents a contrasting service pattern. There is no
abandonment and the average wait is negligible (2 sec). The agents’ occupancy is far
below 100% (83%). Such a service regime will be called Quality-Driven (QD), in the
sense that the emphasis is on customers’ service quality.

Finally, the last interval (14:30) demonstrates an intermediate service regime. Al-
though utilization is high (96.6%), it is not 100%. Abandonment and waiting are neither
negligible nor high. Since in this half-hour, high efficiency and service level are achieved

simultaneously, this operational regime has been called QFED (Quality and Efficiency-
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Driven,).

Table 2: Example of Half-Hour ACD Report

H Time \ Calls \ Answered \ Abandoned% \ ASA \ AHT \ Occ% \ # of agents H

| Total [ 20,577 [ 19,860 [  35% | 30 [ 307 | 951% | |
8:00 | 332 308 7.2% 27 | 302 [ 87.1% 59.3
8:30 | 653 615 5.8% 58 [ 293 | 96.1% 104.1
9:00 | 866 796 8.1% 63 [ 308 | 97.1% 140.4
9:30 | 1,152 [ 1,138 1.2% 28 [ 303 | 90.8% 211.1
10:00 | 1,330 | 1,286 3.3% 22 | 307 [ 98.4% 223.1
10:30 | 1,364 | 1,338 1.9% 33 [ 296 | 99.0% 2225
11:00 | 1,380 | 1,280 7.2% 34 [ 306 | 98.2% 222.0
11:30 | 1,272 [ 1,247 2.0% 44 ] 298 | 94.6% 218.0
12:00 | 1,179 | 1,177 0.2% 1 [ 306 | 91.6% 218.3
12:30 | 1,174 | 1,160 1.2% 10 [ 302 | 95.5% 203.8
13:00 | 1,018 999 1.9% 9 | 314 [ 95.4% 182.9
113:30 | 1,061 | 961 | 9.4% | 67 | 306 | 100.0% | 163.4 |
| 14:00 | 1173 | 1,082 |  78% | 78 | 313 | 995% | 1839 |
[14:30 [ 1,212 | 1,179 | 2.7% | 23 [ 304 [ 96.6% | 206.1 |
15:00 | 1,137 [ 1,122 1.3% 15 [ 320 [ 96.9% 205.8
15:30 | 1,169 | 1,137 2.7% 17 [ 311 | 97.1% 202.2
16:00 | 1,107 | 1,059 4.3% 46 | 315 | 99.2% 187.1
16:30 | 914 892 2.4% 22 | 307 | 95.2% 160.0
|17:00] 615 | 615 | 0.0% | 2 | 328 | 83.0% | 135.0 |
17:30 [ 420 420 0.0% 0 | 328 [ 73.8% 103.5
18:00 | 49 49 0.0% 14 [ 180 | 84.2% 5.8

The ACD report in Table 2 does not include a fundamental performance measure —
the fraction of customers that encounter delay, namely the probability of wait. (Recall
the discussion in Subsection 3.1.) It is natural to assume that during the ED-interval
essentially all customers were delayed. Due to a negligible average wait, we expect that
the probability of wait was very small during the QD-interval. During the QED interval,
in contrast and as will be explained and demonstrated later, the fraction of delayed

customers is expected to be neither close to zero nor to one.

22



Now, using the example above, we shall present formal definitions of the three opera-
A
tional regimes. We start with calculating the offered load R = — for the three intervals.

We get

1800
Rgp = 1061 : —— = 180.37
b 306
for the ED-interval (1800 is the number of seconds in an interval),
1800
= 615: —— = 112.
Rop 615 393 07
for the QD-interval, and, finally,
1800

= 1212: —— = 204.
Rogp 201 04.69

for the QED-interval.

In the ED regime, we observe that the offered load Rgp (180.37) is considerably larger
than the number of agents n (163.4). This implies that agents could not have coped with
the offered load unless abandonment took place. The formal definition of the ED regime

is in terms of the following relationship between n and Rgp:
n = Rgp-(1-17), (4.2)

where the constant v > 0 is interpreted as a service grade: larger v will imply larger wait

and abandonment. In our example,

n 163.4
_po 22 0004,
" Rop 180.37

Note that v is equal to %Abn. This is not a coincidence, and an explanatory asymptotic
statement will be proved in Theorem 17.1.
For the QD-regime, we have Rgp = 112.07 and n = 135. The definition of this regime
is
n = Rop-(1+7), v>0. (4.3)
In our case, the service grade - is

n 135
=" 1= —1 = 0.205.
7~ Rop 112.07

Now we proceed to, what we believe is, the most important operational regime: QED

at 14:30. In this regime, the difference between n (206.1) and Rggp (204.69) is relatively
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small and cannot be measured in units of R, as in (4.2) and (4.3). Furthermore, this

difference can be either positive or negative. The definition we use is

n = RQED—Fﬂ\/RQED, —OO<ﬁ<OO, (44)

where, in our example, the service grade

g5 — n—Ropp _2061-20469 _
/Roep v/204.69 o

The square-root staffing rule (4.4) was already described by Erlang [23], as early as in

1924. He reports that it had been in use at the Copenhagen Telephone Company since
1913. A formal analysis for the Erlang-C queue appeared only in 1981, in the seminal
paper of Halfin and Whitt [34]. In that paper, the authors establish an important relation:
as R (or \) increase indefinitely, sustaining the QED operational regime (4.4) with fixed
£ > 0 is equivalent to holding the probability of wait at a fixed level o, 0 < o < 1. A
one-to-one relation between v and [ exists; see Subsection 7.2 for precise details. (Note
that for Erlang-C [34], 5 > 0 must prevail.)

Garnett, Mandelbaum and Reiman [29] studied the QED regime for the Erlang-A
model with exponential abandonment, establishing results that are analogous to [34]. In
this case, the service grade /3 can go negative, as in (4.4).

In Section 2 we established the need to study models with general patience of cus-
tomers. In concert with this, Part IV will be dedicated to the operational regimes (4.2)-
(4.4) in the M/M/n+G queue framework. Our goal is, first, to develop asymptotic formu-
lae for performance measures, given the arrival rate A — co. Next, we compare the derived
approximations, check them against exact M/M/n+G formulae and, finally, proceed with

their validation, based on real data.

Remark 4.1 As already mentioned for the QED example, the number of agents

(n = 206.1) and the offered load (Rgep = 204.69) are very close. In the absence of
abandonment (Erlang-C model), that would lead to low performance level. Indeed, given
the characteristics of this time interval, Erlang-C predicts ASA that is equal to 208 seconds
and 99.4% agents’ occupancy. Therefore, we observe that a small fraction of abandonment

(2.7%) drastically improves the service level (23 seconds vs. 208 previously).
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Remark 4.2 Formulae (4.2)-(4.4) do not take into account that, in most applications,
the number of servers n must be an integer. Subsequently, two modifications of these

formulae will be used. Taking (4.4) as an example, the staffing regime could be either:
n = [R+(VR],
where [...] denotes the nearest integer, or
n = R+BVR+¢R),

where €(R) is an “asymptotically small” term (e.g. o(v/R)), that depends on a specific

problem.

4.3 Call center data

Most modern call centers are equipped with an ACD: this is the switch that routes calls
to agents, while tracing and capturing the history of each call as it flows through the call
center. ACD data include each call’s arrival-time, waiting-time in the tele-queue, service
duration etc.

ACD data is typically used through aggregated reports (recall Table 2). These consist of
counts and averages over 15/30/60 minutes periods at the lowest level, and daily /weekly /yearly
periods at higher levels.

Recently the need to proceed beyond aggregated data, exploring call-by-call data,
has been more and more appreciated. The first comprehensive research of this kind was
performed by Brown et al. [13], using data from a small Israeli bank. Currently, other
data sets are analyzed by various researchers. Section 19, that is based on data from a

large US bank, is a part of efforts in this direction.

5 Summary of results and structure of the thesis

5.1 Theoretical background and literature review

Since the central model in our research is the M/M/n+G queue, a queueing-theory back-
ground deserves and receives a major attention in part II.
Section 6 summarizes relevant exact results on queueing models with multi-servers and

impatient customers. In addition to a general overview (Subsection 6.2), we elaborate on
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four issues. Subsection 6.1 includes a comprehensive discussion on the very important
Erlang-A model. Subsections 6.3 and 6.4 are dedicated to the two main sources for
exact M/M/n+G formulae: Baccelli and Hebuterne [3] and Brandt and Brandt [11, 12],
respectively. Finally, Subsection 6.5 contains a list of formulae, many of which are new,
for M/M/n+G performance measures.

Section 7 is dedicated to asymptotic results, paying special attention to steady-state
research in the three operational regimes, ED, QD and QED, which are then studied in
Part IV.

Section 8 provides background for estimation of the parameters of M/M/n+G. The
issue of inference of the patience distribution is presented in detail.

The last two sections of the Background include some support material for Part IV,
on asymptotic results. Specifically, Section 9 contains formulations and proofs of several
theorems on asymptotic behavior of integrals (the Laplace method [20]). Finally, Section

10 includes relevant information on the hazard rate of the standard normal distribution

5.2 Impact of customers’ patience on delay and abandonment

The issues that arose in Subsection 4.1 will be explored within the framework of the
M/M/n+G queueing system: under fixed exponential service rate p and number of agents
n (internal parameters of a call center), we explore system performance for a variety of
patience distributions over different arrival rates.

We start with some M/M/n+G theory (Subsection 11.1). A non-obvious stochas-
tic order relation for patience-time distributions G; and G5 is presented (Lemma 11.1)
that implies order relations between some performance measures of the corresponding
M/M/n+G; and M/M/n+G,y (probability to abandon and probability of wait). Then
we verify (Theorem 11.1) that, for a fixed average patience 7, the deterministic patience
(all customers are willing to wait exactly 7) maximizes some performance measures of
M/M/n+G (average wait, average queue, probability of wait) while it minimizes the
probability to abandon.

We continue with some light-traffic results (Subsection 11.2). Under the assumption
that the arrival rate converges to zero, we compute the asymptotic ratio between the

probability to abandon and average wait. In addition, we derive natural expressions for
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the limits of the probability to abandon (11.8) and average wait (11.9), both conditional
on positive wait.

Then we proceed with some theory-driven experiments (Section 12). Fixing the num-
ber of agents and the service rate, we vary the arrival rate of M/M/n+G from the very low
to very high loads, while calculating steady-state performance characteristics for different
patience distributions. In some sense, we are filling the gap between the light-traffic rela-
tions of Subsection 11.2 and heavy-traffic operating regimes, analyzed in Sections 15 and
17. In particular, we check for patience patterns that imply the relations in Figures 7 and
8. We verify that some non-exponential distributions (uniform, hyperexponential) give
rise to a linear P{Ab} / E[W] relation (Figures 18-21) for loads that are not especially
high (roughly, less than a third of the customers abandon). Then we consider the em-
pirical patience-distribution that corresponds to the second plot of Figure 5 and observe
a relatively linear pattern, thus supporting Figure 7. In addition, simulation is used in
order to check influence of lognormal service times on system performance (vs. exponen-
tial services). In our experiments, we observe negligible differences for the probability to
abandon and a very small one for the average wait (Figure 22).

On the other hand, some distributions (e.g. deterministic) imply strictly non-linear
patterns for the above relation (Figure 23). We also connect the abandonment rates,
introduced in Brandt and Brandt [12] with linearity or non-linearity of the P{Ab} / E[W]
relation (Figure 24). Finally, some theoretical results from Section 11 and Brandt and
Brandt [12] are validated via numerical experiments.

Summarizing, the structure of Part III is as follows. Section 11 provides formulations
of theoretical results. In Section 12 we describe the theory-driven experiments mentioned
above and Section 13 has our conclusions. Finally, proofs of the theoretical results are

presented in Section 14.

5.3 Asymptotic operational regimes for the M /M /n+G queue

In Part IV we present a systematic treatment of the three operational regimes, described
in Subsection 4.2. First, Sections 15, 16 and 17 are dedicated to the QED, Quality-Driven
(QD) and Efficiency-Driven (ED) regimes, respectively.

Then Section 18 explores the Economies-Of-Scale (EOS) problem for the three regimes.
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Specifically, assuming that the arrival rate increases by a factor m > 1, we apply the cor-
responding operational regime and check how the most important performance measures
change in these circumstances.

In Section 19 our models are applied to call center data of a large bank in the USA. We
start with a general description of the database, and explain how M /M /n+G primitives
and main performance measures are calculated or estimated. Then we check if the linear
relation P{Ab}/E[W] prevails. Finally, QED approximations are fitted to the data. In
some of our experiments, we observe a good fit to the theoretical models, but others pose

interesting challenges for future research.

Presentation and methodology. Sections 15-17 are each divided to three subsections.
Those subsections cover, respectively, formulations of results with comments, numerical
experiments and proofs.

The framework of our numerical experiments is as follows. For each case, we choose
several test distributions. Overall, uniform, hyperexponential, Erlang and delayed expo-
nential distributions are studied. Then we consider several values of the service grades (3
and v from (4.4), (4.2) and (4.3). For each service grade, we vary the offered load per
agent from small (20) to large (1000 or 2000) values.

In the QED regime we simply compare the exact values of different performance mea-
sures and their approximations. In the two other regimes, we also add comparisons with
the QED approximations.

Finally, several words about our proofs. Most of the proofs combine two elements.
First, we use the framework for exact M/M/n+G calculations, inspired by Baccelli and
Hebuterne [3] and developed in Subsection 6.5. We show there that all the essential
performance measures can be calculated via several building blocks defined in formulae
(6.71)-(6.77). These building blocks have an integral form. Hence, for asymptotic analysis,
we need a technique for asymptotic calculations of integrals. Here the Laplace method is
helpful, and the necessary background on it is developed in Section 9.

We now briefly summarize our main results for the three operational regimes.
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5.3.1 QED regime: summary of results

Recall that the QED operational regime is characterized by (4.4). It turns out that
different patience distributions give rise to different asymptotic behavior of performance

measures. Therefore, several special cases are considered in Theorems 15.1-15.7.

Main case: positive density at the origin. Assume the density of patience exists
at the origin and denote its value by go. In most applications that we have encountered,
a non-negligible abandonment rate during the first seconds of wait was observed. (See
Section 19, for example.) Hence, there is a practical motivation to treat, as the main
case, patience distributions with a positive density at the origin: gy > 0. In addition,
there are significant theoretical reasons for this emphasis. It turns out that, in this case,
performance measures behave similarly to Erlang-A, as analyzed in Garnett et al. [29]:
the probability of wait converges to a constant, and the probability to abandon and
average wait decrease at rate 1/4/n. If wait is measured in units of average-service-time,
convergence rates depend only on the ratio go/p and the service grade . In fact, in order
to get the right asymptotic expressions, when gy > 0, one simply replaces the exponential
abandonment rate 6 in the formulae of [29] by go, the patience density at the origin.

In addition, we establish an asymptotic linear relation between the probability to

abandon and average wait. The exact relation
P{Ab} = ¢ -E[W],

that holds for models with exponential patience, is replaced in Theorem 15.1 by
P{Ab} =~ g, E[W].

Although the last relation is approximate, our numerical experiments (Subsection 15.2)
show that it provides an excellent approximation for a wide range of model parameters.

Since the case gy > 0 is the most important, we compute for it more performance mea-
sures than in the other special cases: for example, asymptotics for E[W|Ab], E[W|W > t]

etc. are derived only for this case; see Theorem 15.1.

Density vanishing near the origin. We would like to cover models where customers

are going through several stages of (im)patience before reneging. (See, for example,
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Issaev [38] or Baccelli and Hebuterne [3] who fit an Erlang distribution with 3 phases to
patience in real data.) In such models, we cannot expect significant abandonment near
the origin, which suggests patience distributions with density vanishing near the origin.
These distributions are analyzed in Theorem 15.2. Specifically, assume that the k-th
derivative of the density is positive and the first (k — 1) derivatives are zero. Then, in
contrast to Theorem 15.1, positive, negative or zero values of the service grade 3 give rise

to different performance regimes.

e If 3 > 0, the wait characteristics behave similar to the Erlang-C queue, described
in Halfin and Whitt [34]. The probability to abandon decreases at n~*+1/2 rate,
i.e. faster than in the main case. Both statements above are connected: since

abandonment is negligible, the system behaves like Erlang-C

o If 5 < 0, almost all customers are delayed and the average wait decreases to zero
slowly (at rate n~'/(2+2)) The probability to abandon is asymptotically —3/y/n,

which is the minimal abandonment that is required to avoid queue explosion.

e The case = 0 implies some intermediate behavior (e.g. the average wait decreases

at rate n~1/(-+2)).

An important special case of distributions, covered by Theorem 15.2; is phase-type (see
Issaev [38] and references therein for their importance in Queueing Theory). Theorem
15.3 and formula (15.47) below show how to calculate the first non-zero derivative at the

origin for these distributions.

Delayed distributions. Assume that, up to a fixed time ¢ > 0, customers do not
abandon. For example, customers could be listening to an announcement. Such situations
inspire us to consider delayed distributions of patience, which can be represented by ¢+,
where 7 represents (im)patience as before. (Recall the first plot of Figure 8.) The case of
deterministic patience is important as well. As examples, one can consider overflowing?,
or Internet applications, where the waiting of jobs in queue is usually bounded.
Theorem 15.4 and 15.5 cover the two cases: delayed distributions and deterministic.

Overall, our main conclusions are similar to Theorem 15.2; positive, negative and zero

3Customers that do not get service within a deterministic target time are sent to another call center
or to the VRU.
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values of § should be treated separately again. However, if 3 < 0, the average wait does
not converge to zero. For negative service grades, it converges to the delay constant c,
and if f = 0, to some number within the interval (0, c), which we identify in Theorem

15.4.

Balking. Let customers that do not get service immediately balk with probability
P{BIlk}. From a practical point of view, this means that some customers do not agree to
wait at all. (The reader surely recalls such a situation from personal experience.)

In this case (Theorem 15.6), the QED operational regime implies performance charac-
teristics that are sometimes reminiscent of the Erlang-B analysis in Jagerman [44]. The
probability of wait decreases at rate 1//n and the average wait of delayed customers
decreases at rate 1/n. Hence, the unconditional average wait changes at rate n=>/2.

If a customer is not served immediately, the probability to abandon converges to
P{BIlk}. (So abandonments after positive wait are rare.) Finally, the most surprising

result arises for the unconditional probability to abandon. Asymptotically, it decreases

at rate 1/y/n and is equal to the blocking probability in Erlang-B, derived in [44].

Scaled balking In our last special case, we assume that the balking probability is
scaled by p/v/n, where n is the number of agents. It is designed to study queues with
large number of servers and small, but non-negligible, balking probability. The findings,

summarized in Theorem 15.7, are similar to the main case (Theorem 15.1).

Numerical experiments. The quality of the approximations from Theorems 15.1, 15.2
and 15.4 is checked in Subsection 15.2. Four patience distributions, seven values of the
service grade and moderate-to-large values of A\ and n were used in our experiments. If the
offered load is larger than 100, we observe a good-to-excellent fit between approximations
and exact values for absolute majority of special cases considered. A good fit for smaller

values of the offered load (we started with 10) is also common.

5.3.2 QD regime: summary of results

The quality-driven operational regime was characterized by (4.3). Theorem 16.1 presents

the asymptotic behavior of several important performance measures in this regime. It
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covers patience distributions with positive density at the origin. The conclusions are as

follows:
e The probability of wait decreases exponentially in n.

e The probability to abandon and the average wait of delayed customers decrease at
rate 1/n. From the previous statement, the unconditional performance measures

decrease exponentially in n.

e The linear relation
P{Ab} ~ go-E[W], (5.5)

that was established for the QED regime, prevails in the QD regime as well.

e The wait distribution of delayed customers is approximately exponential.

Numerical experiments. We consider two patience distributions: uniform and hy-
perexponential, comparing QD approximations with exact values and QED. It turns out
that, in most cases, QED formulae are preferable over QD. However, if the probability
of wait is very small (less than 0.1 or 0.05, for example), QD approximations should be
used. Finally, we established again an excellent linear fit between P{Ab} and E[W], as

in (5.5).
5.3.3 ED regime: summary of results

Theorem 17.1 explores the ED operational regime, defined by (4.2). Here, in contrast to
the other two regimes, patience behavior near the origin does not determine the values of

asymptotic performance measures. The main assumptions are that the equation
G(z) = v

has a unique solution z* and that the patience density at x* is positive. Then the probabil-
ity to get service immediately decreases exponentially in n. The probability to abandon,
average wait and average offered wait converge to constants (fluid limits); see Theorem

17.1.
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Numerical experiments. The ED approximations for main performance measures are
sometimes preferable over QED formulae. (This applies if p > 1.2 or for smaller p and
very large values of A\.) The ED approximation for the probability of wait is less accurate

than QED overall, but it does work well for large p.
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Part 11
Theoretical background and
literature review

6 Queueing theory: relevant exact results

6.1 Review of the Erlang-A queue

In Section 2 of the Introduction we compared three queueing models: Erlang-C, Erlang-A
and M/M/n+G. Roughly, Erlang-C is the “yesterday” of call-center practice, Erlang-A
is “today” (most well-run modern call centers use this model or variations of Erlang-C
that takes abandonment into account) and M/M /n+G is an example of a model that, we
hope, will be in use “tomorrow”.

Therefore, the Erlang-A model is very important both for M/M/n+G research (as
the most well-known special case of this model) and for applications. Erlang-A results
are scattered in Palm [56], Riordan [60], Garnett et al. [29], Whitt [74] and other books
and papers. But we are unfamiliar with any published source that provides a relatively
complete and application-oriented coverage of this model. Therefore, we believe that
it is appropriate to provide a detailed discussion on Erlang-A in our Background. The

treatment is based on the Teaching Note [52].

6.1.1 Birth-and-death process representation; Steady-state
Recall that the Erlang-A model is characterized by four parameters:
e )\ — Poisson arrival rate (A > 0);
e 1 — individual service rate (u > 0);
e n — number of agents (n = 1,2,...);
e ¢ — individual abandonment rate (6 > 0).

Figure 9 provides a representation of the traffic flows in Erlang-A, and a comparison
with Figure 3 reveals its severe limitations. (Nevertheless, and as we hope to demonstrate,

Erlang-A still turns out very useful and insightful, both theoretically and practically.)
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More formally, in the Erlang-A model customers arrive to the queueing system ac-
cording to a Poisson(\) process. Customers are equipped with patience times T that are
exp(d), i.i.d. across customers. And service times are i.i.d. exp(u). Finally, the processes
of arrivals, patience and service are mutually independent.

For a given customer, 7 is the time that the customer is willing to wait for service -
a wait that reaches 7 results in an abandonment. Let V' denote the offered waiting time

- the time a customer, equipped with infinite patience, must wait in order to get service.

The actual waiting/queueing time then equals W = min{V, 7}.

Figure 9: Schematic representation of the Erlang-A model

agents

arrivals

A

abandonment

Denote by L(t) the number-in-system at time t. Then L = {L(t),t > 0} is a Markov

birth-and-death process, with the following transition-rate diagram:

Figure 10: Transition-rate diagram of the Erlang-A model

A A A A A
K H ML nut20

Remark. Let d; stand for the death-rate in state j, 0 < j < oco. Then

J-min{p, 0} <d; <j-max{p,0}. (6.1)
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The bounds on the left-hand and right-hand sides of (6.1) correspond to death-rates
of an M/M/oo queue with service rates min(u, ) and max(u, d), respectively. In some
sense, which can be made precise via stochastic orders between distributions, these two
M/M/oco queues provide lower and upper (stochastic) bounds for the Erlang-A system.
(The lower bound will be used later to prove that Erlang-A always reaches steady-state.)

In the special case of equal service and abandonment rates (1 = ), the steady-state

distributions of Erlang-A and M/M /oo coincide. l

As customary, define the limit distribution of L by:

m; = lim P{L(t) = j}, j=>0.

t—o0
When existing, the limit distribution is also a stationary distribution, which is calculated

via the following version of the steady-state equations:

Ampo= (41 pmp, 0<j<n-1 (6.2)
Arj o= (np+ G+ 1—n)f) w2 '
It is now straightforward to derive the “recipe” solution:
A J
(qowm 0<j<n
_ J:
11 T, j=n+l,
pona \t+ (k—mn)o n!

where

N N aawa v

=0 J! j=n+1k=n-+1 nl
Our solution makes sense - equivalently the Markov process L is ergodic - if the infinite
sum in (6.4) converges. This is a consequence of the lower bound in (6.1):

Z )\/M n Z H ( >\_n>0> O\/M)" Z_: )\/mm w0) oM min(0)

=0 jomet kenen \7+ (K nl

Formulae (6.3) and (6.4) include infinite sums, which can cause numerical problems.
To overcome these, Palm [56] represented the Erlang-A steady-state distribution, and
some of its important performance measures, in terms of special functions. To this end,

define the Gamma function

é‘/t”%4ﬁ, z>0, (6.5)
0
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and the incomplete Gamma function
Yy
) £ /0 t" e tdt x>0, y>0. (6.6)

(Both functions can be calculated in Matlab.) Let

Yy
Alz,y) &2 5 y(z,y) —1+Z 5 £>0,y>0. (67

(:c—i—k:)

(The second equality is taken from Palm [56].)
In addition, let E; , denote the blocking probability in the M/M/n/n (Erlang-B) sys-

tem, and recall the classic Erlang-B formula:

Ein = =G (6.8)
j=0 4!

A simple way for calculating Fj ,, is the recursion

pEl n—1
Eio = 0; B, = —2nt n>1,
Ho b L+ pEin

in which p is the offered load per agent, namely

A A
p=—.
n

In Subsection 6.1.5, we deduce from (6.7) the following solution for the limiting/stationary

distribution: |
Tn |(Ti>”_] ) 0<j<n,
J o \a
7Tj = (A j—n (6 9)
T J,nen , Jzn+l,
TH- (% + k)
where

(6.10)
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6.1.2 Operational measures of performance

Calculations: the 4CallCenters software

Figure 11: 4Callcenters. Example of output.

" 4callCenters v2.01 =lolxd

File Table Settings Help

Performance PrUfilEr' Staffing Query | Advanced Profiling | Advanced QUeries | What-if Analysis

Performance  perormance Profiier allows yau to determing and optimize the Ferformance Level of your Call Center, Enter your
Profiler call center's parareters below, then press 'Compute’

~Your Call Center's Parameters Settings
4 Number of Agents Answering Calls | 10 4 Features: Abandons
4 Average Time to Handle One Call {mm:s3) | 02:00 # Basic Interval: 60 minutes

4 Calls  G0minute 300 4 TargetTime: 00:10 (mm:ss)

# Average Callers' Patience (mm:ss) 0z.00 Change Settings |

| ¢ AddtoTaple| Delete Rows | Clear Al | Export | Graph |
Target Pwerane %Answer %Abandon &
Time to Nimeb;’;'f Handling ﬁﬁ{fw’fl’ F‘,‘;ﬁ;g; WANswer %Abandon  within within
Answer & Time Target Target
Results 00:10.0 100 02000 3000 02000 87.5%  125%  567% 39%
1 00:30.0 100 02000 3000 02000 874%  125%  T11% 8.8%
2 Settings
3 [ ]
4 Parameters
5 ]
B Ty Indicators
g [ _>I_I
|Ready | 03/m8s2004 [ 1248

d‘Startl éEm > B teraterm ... | 5% winkde -[... | [} Adobe Acr... | i@ 4calicent... B pacumentL1... | VIR (DI 12048

Black-box Erlang-A calculations, as well as many other useful features, are provided
by the free-to-use software 4CallCenters [22]. The calculation methods are described in
Appendix B of [29]. They were developed in the Technion’s M.Sc. thesis of the first
author, Ofer Garnett.

These calculations are in fact for measures of the form E[f(V, 7)], for various functions

f (Table 3 in [29]). For example,
EW] = Emin{V,7}] , P{Abandon} = E {1{T<V}]

Figure 11 displays a 4CallCenters output and demonstrates how to calculate the four-
dimensional service measure, introduced in Section 3.2.
The values of four Erlang-A parameters are displayed in the upper part of the screen.

They are here as follows: n =10, 1/ = 2 min, A = 300 per hour, and 1/6 = 2 min. Let
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T = 30 seconds and ¢ = 10 seconds. Then one should perform computations twice: with

Target Time 10 and 30 seconds, respectively. We get:
o P{W < T;Sr} - fraction of well-served is equal to 71.1%;

e P{W > T;Sr} - fraction of served, with a potential for improvement, is 16.4%
(87.5% - 71.1%);

o P{W > ¢; Ab} - fraction of poorly-served is 8.6% (12.5% - 3.9%);
o P{W < ¢ Ab} - fraction of those whose service-level is undetermined is 3.9%.

Note that the 4CallCenters output includes many more performance measures than those
displayed in Figure 11: one could scroll the screen to display values of agents’ occupancy,
average waiting time, average queue length etc.

In Subsection 6.1.4 we describe several examples of the advanced capabilities of 4Call-

Centers.

A general approach for computing operational performance measures. FExpres-
sions for several performance measures of Erlang-A are derived in Riordan [60]. However,
we recommend the use of more general M/M /n+G formulae, as the main alternative to
the 4CallCenters software.

The Erlang-A queue is a special case of the M/M/n+G queue, in which patience times
are generally distributed. A comprehensive list of M/M/n+G formulae will be provided
in Subsection 6.5. We also explain there how to adapt those formulae to Erlang-A, in

which patience is exponentially distributed:
Gl)=1—e", 0> 0.

In addition to this general approach, we perform now several representative insight-
ful calculations of key performance measures, based on conditioning and the incomplete

gamma function introduced above. (See Subsection 6.1.5 for proofs.)

P{W > 0}. We start with the delay probability P{W > 0}, which represents the

fraction of customers who are forced to actually wait for service. (The others are served
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immediately upon calling.) Recall that this measure identifies operational regimes of
performance.

Following Palm [56], we show in Subsection 6.1.5 that the representations (6.7) and
(6.9) immediately imply

P{W >0} = j;”j T (A(E) - 1) B

here, the first equality in (6.11) follows from PASTA.

(6.11)

P{Ab}. We proceed with calculating the probability to abandon, which represents the
fraction abandoning. Define P,;{Sr} to be the probability of ultimately getting served, for
a customer that encounters j customers in queue upon arrival (equivalently, n + j in the

system). ”Competition among exponentials” now implies that

np
Po{Sr} = :
ofSr} np+ 0
Then,
np + 6 nu
P S - 'P S = —
1{5r} ni + 20 o{Sr} np+20°

where we conditioned on the first event, after an arrival that encounters all servers busy

and a single customer in queue; this event is either a service completion (with probability

%) or an abandonment. More generally, via induction:
nu + 50 nuy .
P{Srt}=——"—""— P, {St} = ——F——, >1.
A5t} np+ (j +1)0 118t} np+ (5 +1)6 I =
The probability to abandon service, given j customers in the queue upon arrival, finally
equals
(j+1)8 ‘
P{Ab} = 1-P{Sr} = ———, >0. 6.12
It follows that
> 1
P[Ab|WW > 0] = Z m;iP;_,{Ab}/ P{W > 0} = +1—-—. (6.13)

j=n pA (%, %) P
The first equality in (6.13) is a consequence of PASTA, and the second is derived in
Subsection 6.1.5. The fraction abandoning, P{Ab}, is simply the product
P[Ab|WW > 0] x P{W > 0}.
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Theoretical relations among P{Ab}, E[W], E[Q]. A remarkable property of Erlang-

A, which in fact generalizes to any model with patience that is exzp(#), is that
P{Ab} = 6 E[W]. (6.14)
Proof: The proof is based on the balance equation
0-E[Q] = A-P{Ab},

and on Little’s formula
EQ] = A-E[W], (6.15)

where () is the steady-state queue length.

This is a steady-state equality between the rate that customers abandon the queue
(left hand side) and the rate that abandoning customers (i.e. - customers who eventually
abandon) enter the system. Applying Little’s theorem (6.15) yields formula (6.14). B

Observe that (6.14) is equivalent to

P[Ab|W > 0] = 6-E[W|W > 0]. (6.16)

Then, the average waiting time of delayed customers is computed via (6.13) and (6.16):

1 1 1
EWIW > 0] = &« |——+1-|. (6.17)
O lea(y.3)  r

The unconditional average wait E[W] equals the product of (6.11) with (6.17).

Sensitivity of performance measures to changes in model parameters. In the
real world, one never knows the exact values of the four Erlang-A parameters. Therefore, it
is essential to study the sensitivity of performance measures. In a recent paper [74], Whitt
calculates elasticities in Erlang-A, which measure the percentage change of a performance
measure caused by a small percentage change in a parameter. Both exact numerical
algorithm and several types of approximations are used. It turns out that Erlang-A
performance is quite sensitive to small changes in the arrival rate, service rate, or number

of agents, but relatively insensitive to small changes in the abandonment rate.
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6.1.3 Applications in call centers

Erlang-A performance measures: comparison against real data. We now vali-
date the Erlang-A model against hourly data for an Israeli bank call center, which has been
already used in Subsection 4.1. Three performance measures are considered: probability
to abandon, average waiting time and probability of wait. Their values are calculated for
the hourly intervals using exact Erlang-A formulae, and the results are then aggregated
as in Figure 7. The resulting 86 points are compared against the line y = z: the closer

the line is to the points, the better is the fit of Erlang-A to reality.

Computation of the Erlang-A parameters. The parameters A and p are calculated
for every hourly interval. We also estimate each hour’s average number of agents n.
(See Section 19 for details.) Because the resulting n’s need not be integral, we apply a
continuous extrapolation of the Erlang-A formulae, obtained from relationships developed
in Palm [56].

For 0, we use formula (6.14), valid for exponential patience, in order to compute 17
hourly estimates of 1/0 = E(7) (for the 17 one-hour intervals 7am-8am, 8am-9am, ...,
11pm-12pm). The values for E(7) ranged from 5.1 min (8am-9am) to 8.6 min (11pm-
12pm). We judged this to be better than estimating 6 individually for each hour (which
would be very unreliable) or, at the other extreme, using a single value for all intervals
(which would ignore possible variations in customers’ patience over the time of day; see
[76])-

The results are displayed in Figure 12. The figure’s two left-hand graphs exhibit a
relatively small yet consistent overestimation with respect to empirical values, for mod-
erately and highly loaded hours. The right-hand graph shows a very good fit almost
everywhere, except for very lightly and very heavily loaded hours. The underestimation
for small values of P{WW > 0} can be probably attributed to violations of work conserva-
tion (idle agents do not always answer a call immediately). Summarizing, it seems that
these Erlang-A estimates can be used as reasonable upper bounds for the main performance

characteristics of our call center.

Erlang-A approximations: comparison against real data In Section 15 we shall
discuss approximations of various performance measures for the Erlang-A (M/M/N+M)

model. Such approximations require significantly less computational effort than exact
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Figure 12: Erlang-A formulas vs. data averages
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Erlang-A formulae, but they are at least as accurate; see Figure 13, based on the same

data as Figure 12, demonstrates a good fit between data averages and the approximations.

Figure 13: Erlang-A approximations vs. data averages
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The empirical fit of the simple Erlang-A model and its approximation turns out to be
very (perhaps surprisingly) accurate. Thus, for the call center under consideration—and

those like it — use of Erlang-A for capacity-planning purposes could and should improve
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operational performance.

6.1.4 Advanced features of 4CallCenters

The 4CallCenters software [22] provides a valuable tool for implementing Erlang-A cal-
culations. Its basic feature is “Performance Profiler” that enables calculation of all the
useful performance measures, given the four Erlang-A parameters as input. In addition,
4CallCenters allows many advanced options: staffing queries, graphs, export and import
of data etc.

Here we demonstrate, as an example, two advanced capabilities of 4CallCenters.

Figure 14: 4CallCenters. Advanced profiling.
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Example 1. Advanced profiling. One can vary any input parameters of the Erlang-A
queue and display the model output (performance measures) either in a table or graphi-
cally. For example, let the average service time equal to 2 minutes, and average patience

3 minutes. Let the arrival rate vary from 40 to 230 calls per hour, in steps of 10, and the

44



number of agents from 2 to 12. Then one can immediately produce a table that contains
values of different performance measures for all combinations of the two input parameters.

Figure 14 shows the dependence of the probability to abandon and average wait on the
different number of agents. Note that the two plots look identical: the reason is relation

(6.14). In addition, the red curves on both plots in Figure 14 illustrate Economies of
A 2

Scale (EOS): while offered load per server remains constant along the curve ( = 3),
ny

performance significantly improves as the number of agents increases. (See Table 4 in

Section 18.)
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Example 2. Advanced staffing queries.

Figure 15: 4Callcenters. Advanced staffing queries.
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4CallCenters enables staffing queries with several performance goals. For example,
assume that the average service time is equal to 4 minutes, and average patience is 5
minutes. We need to calculate appropriate staffing levels for arrival-rate values that vary

from 100 to 1200, in steps of 50. Our performance goals are:
e Probability to abandon less than 3%,
e 80% of customers served within 20 seconds.

Figure 15 presents the screen output of 4CallCenters.

The first plot of Figure 16 displays the minimal staffing level that adheres to both
goals. The EOS phenomenon is observed here as well: 10 agents are needed for 100 calls
per hour but only 83 (rather than 10-12 = 120) for 1200 calls per hour. (Despite its look,
the curve in the first plot is not a straight line.) The second plot displays the values of the
two target performance measures. (This plot, unlike the first one, is not an immediate

output of 4CallCenters.)
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Remark 6.1 Since the number of agents must be integer, we observe performance “zigzags”

in the right plot of Figure 16.

Figure 16: 4CallCenters. Staffing according to target performance values.

Recommended staffing level Target performance measures
3.5% 92%
90
J
80 | 3.0% 90%
J
70
2.5% T 88%

60

g
1)
X

a
S

R

5% v 84%
307 1.0% - V § 82%
20 |

%Abandon

%Served within 20 sec

o
=

Number of Agents
£
3

5% 80%
1086
0% T T T T T 78%
0 T T T T T 100 300 500 700 9200 1100
100 300 500 700 900 1100 Calls per Interval
Calls per Interval =& %Abandon — =%Abandon Target
——%Served within 20 sec —— =%Served within 20 sec Target

6.1.5 Erlang-A: derivation of some performance measures

Steady-state distribution. Using formulae (6.4),(6.7) and definition (6.8), we have

s A/M AT i (W>

j=0 j=n+1k=n+1
AN )" 1 © A0 AN p)” 1 A
(//f)' N j(/n) (/7)'[ +A<nu’>_1]‘
n! Evn S0, (7# + k) n! B, 00
Hence
El, 77,!

(6.18)

T —

L+ [A( ) 1] - B O/w)"
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For 1 <j <mn,

A ) Ei, !
r = mpe /f) = % e (6.19)
j L (A 3) = 1] By 3 (V)
Specifically,
Ein (6.20)
Ty = - .
T FTC
Finally, for 7 > n
. A\
M\~ E A
To= T — L 59> (6.21)

i)~ T4 (A(7) 1) B T (7 5)

Probability of wait. From PASTA, (6.20) and (6.21), the delay probability is equal to

B, = (e

P{W >0} = ;Wﬂ' - 1+{A(%,%)—1:|'El,n. 1+j=n+11_[i;7(72$+k>
B A(%,g)-ELn
o A(g ) -1 B o

Probability to abandon. First, we need to perform some preliminary calculations.

Differentiating (6.7), we get

aayA(:c,y) . [xeyv(w,y)] = §+ (1 - I) Alwy).

Then, for x > 0, y > 0,

= G+y 0| y
Z—aylZ .

=0 5 (z + k) o i (e + F)

0 0 T T
= A -1 = pAwy) = S (1—y) Awy).  (623)

Using (6.22) and (6.12), the conditional probability to abandon is equal to

2, Pjon{Ab}

P{Ab|W >0} = 7 S 03
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L e 7 e
A(w3) S (% + k) ne+0(G+1-n)
.2 np A
(where, by convention, [] <9 - k‘> =1)
k=1
_ 1 i(?ﬂ G+1) 1 a[A(nu ﬂ
A% ) STHS (2 +k)  A(%3) 9l N0 e
1 nu < n,u) (n,u A)] 1 1
- | A[ZE2) = r1-
A3 [)\ A 00 pA (%) p
where the last line follows from (6.23).

6.2 General review of the M/M /n+G queue

A formal definition of the M/M/n+G queue requires a Poisson arrival rate ), exponential
service rate p, number of agents n and a general patience distribution G(-). Let

G = {G(x), > 0} denote the survival function of the patience time 7:

G(x) = P{7 > z}, © > 0. We assume that an arriving customer encounters, in steady-
state, an offered waiting time V' (the time that a customer with infinite patience would
have to wait). Then the actual queueing time of a steady-state customer equals

W = min(V, 7).

The seminal work on queueing systems with impatient customers is Palm [55, 56].
These articles have inspired the main directions of research on the topic: theoretical
analysis of queueing systems, studying customers’ impatience in the real-world and con-
structing mathematical models of impatience.

More specifically, Palm introduced the basic Erlang-A (M/M/n+M) queueing system
with exponential patience times that was covered in Subsection 6.1.

Gnedenko and Kovalenko [30] analyzed the M/M /n+D queueing system (deterministic
patience times). Jurkevic [44] applied their methods to the general M/M/n+G system.
Independently, the M/M/n+G queue was analyzed by Baccelli and Hebuterne [3] and
Haugen and Skogan [35]. Boxma and de Waal [10] developed several approximations for
the probability to abandon in the M/M /n+G queue and tested them via simulation. Choi,
Kim and Zhu [15] extended the analysis of deterministic patience time to MAP/M/n+D

— a queueing system with a Markovian Arrival Process.
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The derivation of M/M/n+G performance measures continued in Brandt and Brandt
[11, 12]. They considered the more general M(k)/M(k)/n+G system where arrival and
service rates are allowed to depend on the number k of calls in the system. (The service
rate is assumed to remain constant for £ > n.) However, some of the results in [11, 12]
(for example, the distribution of total number-in-system) are new also for the M/M /n+G
queue.

Another important branch of research is the estimation of the patience distribution
in real tele-queue systems. Palm [55] introduced a mathematical model for irritation
which postulated a Weibull distribution of patience times. Then he presented some real
data that confirmed his hypothesis. Kort [48] also used the Weibull distribution to model
patience while waiting for a dial tone. Baccelli and Hebuterne [3], using data from Roberts
[61], fit it to an Erlang distribution with 3 phases. Brown et al. [13], in research on a bank
call center, observed the patience times in the second plot of Figure 5. Finally, Daley and
Servi [18] estimate Erlang-A parameters and performance characteristics (in particular,
probability to abandon) given incomplete empirical data. They establish a useful relation
between the Erlang-A queue and M/M/n with balking: it turns out that estimation of
customers’ loss rate is very similar for the two models.

Concerning models of customers’ impatience, readers are referred to the papers of
Mandelbaum, Shimkin and Zohar [50, 76, 62] where it is assumed that customers adapt
their patience to the waiting patterns they expect to encounter. For further references
and a more complete survey see Gans, Koole and Mandelbaum [27].

Below we elaborate on some theoretical results that are the most relevant for our re-
search. We start with a detailed review of M/M /n+G results from Baccelli and Hebuterne
[3] (Subsection 6.3) and Brandt and Brandt [11, 12] (Subsection 6.4). Later, in Section
7, we summarize relevant asymptotic results for Erlang-C, Erlang-A and other queueing

systems.

6.3 Detailed description of the results of Baccelli and Hebuterne
on M/M/n+G

Baccelli and Hebuterne [3] assume that arriving customers can calculate their offered wait

V already at their arrival epochs. Thus, if the offered wait exceeds their patience time,
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customers abandon immediately and do not join the queue. However, this model coincides
with the classical M/M/n+G model as far as abandonment probability, offered wait and
other performance measures that are not functions of queue-length are concerned.

The analysis in [3] is based on a Markov process {(N(t),n(t)), t > 0}, where N(¢) is
the number of busy agents and 7(t) is the virtual offered waiting time (the offered wait
of a virtual customer that arrives at time ¢). Then the steady-state characteristics are

defined by:

P{N(t)=n, v <n(t) <z+¢€}

v(x) 2 lim lim x>0
t—o0 e—0 €
(6.24)
T, = tlLI?OP{N(t):j, n(t) = 0}, 0<j<n-1

Here v(x) is the density of the virtual offered waiting time. The unique solution of the

steady-state equations is given by

A\ 1

T = () —m, 0<j<n-1 (6.25)
|
Ky J-

v(x) = AT exp{A/Oz G(u)du—n;w:} : (6.26)

where

To = y (627)

A A\
1+M+---+<) (n—l)!(1+)\J)

J 2 /Oooexp{)\/ox@(u)du—nua:}dx. (6.28)

Moreover, probability to abandon can be calculated by
nj n—1
j=0

6.3.1 Proofs of the results of Baccelli and Hebuterne

First we show that the steady-state equations can be presented in the following form:

At = p(j+ Dy, 0<j<n—2, (6.30)
M1 = v(0), (6.31)
v(x) = AMmp_qexp{—nuz}+ A /Ox G(u)v(u) exp{—nu(z — u)}du . (6.32)

51



Equations (6.30) follow from the Kolmogorov equations for the M/M/n queue:
Amg = pmand (A +pf)my = Amig +p(i A+ Dmjp, 1< <n—2

(In absence of a queue, M/M/n+G system behaves like M/M/n.)

In order to derive the Kolmogorov equation for the state (n — 1), note that

P{N(t)=n—-1} = P{N({t—€)=n—1}-(1— A+ pu(n—1))e)
+ P{N(t—€)=n—-2} - Xe+P{N({t—¢€)=n,0<n(t) <e}+o(e).

The last equation and the second definition of (6.24) implies that in steady-state:
(A4 p(n—1)mp—1 = Am—a +0(0),

which, combined with Am, o = u(n — 1)m,_1, implies (6.31).
In order to validate equation (6.32), note that for z > 0,¢ >0, h >0

P{n(t+h) >z} = P{nt)>z+h} + P{n(t+h) > z;n(t) =0}
+ P{n(t+h)>xz;0<n(t) <x+h}.

In steady-state,

/xoov(y>dy = /;:;U(y)dy + )\hexp{_n,ux}ﬂ-n_l
- /Oz Mhexp{—nu(r — u)}v(u)G(u)du + o(h). (6.33)

The second term of (6.33) corresponds to an arrival to the system with (n — 1) busy
and one idle server. This arrival will increase the virtual offered wait by more than x
with probability exp{—nux}. (If all servers are busy the time intervals between service
terminations are distributed exp(npu).)

Finally, the third integral term describes an arrival to the system with the virtual
offered wait u. In this case, the customer will get service (and affect the offered wait)
with probability G (u).

Now, differentiating (6.33) with respect to h and taking h — 0 we get (6.32).

If formula (6.32) prevails, the function
H(z) = exp{npuz} - v(x) (6.34)
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solves the integral equation
H(z) = M1+ A / G(u)H (u)du. (6.35)
0
On the other hand, the solution of (6.35) is equal to

H(z) = Mrp,_qexp {A/Om G(u)du} : (6.36)

(Substitute formula (6.36) to (6.35) and compare derivatives and values at x = 0 of the
right-hand and left-hand sides.)

Combining formulae (6.34) and (6.36), we get (6.26).

Formula (6.25) follows from equations (6.30). Equation (6.27) can be derived using

the normalizing condition:
n—1

§:7U'+'P{vf>>0} = 1,

j=0
and

n—1 00
PV>0} =1-3 7 = / v(@)dr = A1, (6.37)
=0 0

where the last equality of (6.37) follows from (6.26) and (6.28).
In order to derive formula (6.29) for the probability to abandon, note that the agents’

occupancy p can be alternatively computed using:
_ A (1-P{Ab})
p = .

or
n—1 - __ n—1
p =S 10y (1 - an) . (6.38)
Now it is easy to get (6.29) by substituting (6.38) into
P{Ab} = 1——-p.
6.4 Detailed description of the results of Brandt and Brandt on
M/M/n+G

Brandt and Brandt [11, 12] consider the M(k)/M(k)/n+G queueing system, where arrival
and service rates can depend on the number of customers k in the system. Unlike Baccelli

and Hebuterne [3], they assume that customers abandon at the end of their patience
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times. We provide here an M/M /n+G version of [11, 12], adapting their notation to our
needs. Since the steady-state distribution of the number-in-system is calculated, the basic

Markov process in [11, 12] is more complicated than in Baccelli and Hebuterne [3].

Model. Brandt and Brandt assume that patience time has a survival function G with a
continuous density g. (We believe that many results from [11, 12] remain true also for a
general patience distribution but we do not pursue this here.) Define

N(t) £ number of customers in the system at time t.

L(t) = (N(t) = n)y 2 queue length.

(Xi(t),..., Xow(t)) 2 residual patience times of waiting customers, ordered according
to their position in queue;

(Li(t), ..., T (L)) 2 original patience times of waiting customers, ordered according to
their position in queue;

m, = P{N(t) = k} 2 stationary distribution of the number-in-system.

The Markov process which is analyzed in [11, 12] is:

(N(); X1(8), -, Xpo(8); Us(t), ..., U (). (6.39)

Its stationary distribution is denoted by

1>

(6.40)

Pk(‘rh"‘axl; Ul,...7Ul>

2 lim P{N@{) =n+ X1 (t) <z, Xo(t) < 2 Un(t) <., Up(t) < wld

t—00
where [ is the queue length. Due to the FCFS (First Come First Served) service discipline,
the support of distribution (6.40) is contained in

Q 2 {(zy,. . opug, . ow) ERY cug —wp > oo > — x>0} (6.41)

Define the stationary density (which exists, as proved in [11])

a2l
0xy...0x;0u...0Y

1>

(21, U, . w) Pi(zy, .. x5ug, .., 0) .

Summary of results. Now we cite results from [11, 12] that are relevant for our research.

First, introduce the function

€/(np)
P 2 [ Gan, €>0

o4



and the constants
A 1 & i —¢&
F;, = = F(&) e tdE. (6.42)
3o
As common in the analysis of Markov chains, one must compute a normalization constant,

say w, which is here given by

n—1 l. )\j n—j oo )
Wl = SR S (6.43)
=0 J: =0
Then the steady-state distribution is
|)\k n—k
T 2 tlim P{N(t) =k} = w%, 0<k<mn, (6.44)
T = WNFe_,,, k>n, (6.45)

!
(e, gy, ) = Iz, o, ) € - wAF H g(u) - e (w2
i=1
(6.46)

According to Little’s formula, the mean waiting time is

_ Zzozn—i—l(k B n)ﬂk
\ .

A formula for the waiting-time distribution was also derived in [11] and is omitted here.

E[W]

The paper [12] contains, in particular, an expression for abandonment rates a; given
[ customers in queue. Formally,
1 l

T+l i=1

1>

o /RQZ’I Tt (T1, o i1, 0,20, ooy 2y Uy -y wg)day . deqdxgy . da
+

Fr_
duy ... duy = “=L — oy, (6.47)

where F are defined by (6.42).
The probability to abandon can be represented, alternatively to (6.29), by

oo
Zl:n+1 A_nT|

P{Ab} = 5y (6.48)
The abandonment rates are asymptotically increasing according to the rate:
. (8% 1

lim — = —— 6.49
s E[7] (6.49)

If the m-th moment of the patience-time distribution is finite for m > 2, then

) 1

lliglo(az —qp1) = m (6.50)

Note that for exponential patience times, the last two equalities prevail exactly.

55



6.4.1 Derivation of the number-in-system distribution

The steady-state equations for the Markov process (6.39) are given by:

)\7Tk = (k+1)/1/7rk+1, nggn—l (651)

AT, = / Tn41(0, w)du + n,u/ Tnt1 (2, w)dxdu (6.52)
Ry R

(X1, o, U, )

= me(zy+h,.. 2+ Ry ug, .. w) - (1 — Ah— nuh)
+1

+ hZ/ 7rk+1(x1,...,;1:i_1,0,a:i,...,xl; ul,...,ui_l,u,ui,...,ul)du
i—1 7+

+ hnu- / T (T, 21, .o 2y wy Uy, - .o, wy)dedu + o(h) (6.53)
RE
7Tk(9131, sy Lp—1, Uy Uy - e, U1, Uz)
= Mp_1(T1, T ur, - w—1) - g(uy) (6.54)

Here equations (6.51) coincide with the M /M /n steady-state equations. The first integral
term of (6.52) corresponds to abandonment and the second term to service termination.
The three terms of (6.53) correspond to absence of events in the system during a time
interval of length h, to abandonment of a queueing customer and to service termination,
respectively. Finally, the boundary condition (6.54) corresponds to a new arrival. (That
is the reason why the residual patience and the original patience of the I-th customer are
equal.)
Introduce the function

o(t) 2 (x4 1, b ug, e

00
+ /\/ 7Tk($1+§,...,xl+§; ul,...,ul)e_”“gdg
t

1 oo
— Z/ /R Tepr(m1 + & 60w+ 6 U, U, U U ) e M dude
i=17t +

— nu /too /R2 Teer(m, 2y + & o+ & uyu, .. w)e” " dedudE (6.55)
+
Taking into account that
emmltth) ot o p—nt nuh + o(h)
we compute
p(t+h) —p(t) =
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= e ™ m(zi+t+h,. ottt hiun, . w) —m(T U )]
efntu‘t.nuh.']rk(‘rl—i—t—i—h’,ajl—i_t—i_h; ul)"‘?“l)

— e "zt Rt U, )
I+1

+ he_”“t-Z/ Tear(T1 + b, i +6,0,@ + o U, Uy, U U ) dU
i=1 7R+

+ nphe ™. /2 T (T, 2y + 6,z + 6w, ug, ... uy)dedu + o(h) (6.56)
R+
If we equate the right part (without o(h)) to zero, we get the steady-state equation (6.53)
at the point (z1 +t,..., 2+ ¢; ui,...,u;). Hence, given that (6.53) prevails, p(t+ h) —

©(t) = o(h). Since the function ¢ is continuous, ¢(t) = const. In particular,
0(0) = o(u — ). (6.57)
From (6.55),
oup — 1) = mp(r +up — ;.. T up— T U, ) - e ) (6.58)

(namely, all integrals from (6.55) are zero, since the functions under the integral are zero
for z; + & > w).
Equation (6.54) implies that

o(up —xy) = AMmp_1(zy +w — @y, .o T2q + up — T, U Uy, - ,ul_l)g(ul)e_”“(“l_””l) )
Note that
00) = me(z1,. . 25 ug, .. w)
+ )\/R me(ry + & .. o+ & up, ... ,ul)e_”“5d§
+
I+1

- 2/32 Te1(x1+& . 2 +&6,0,2,+ &, . o + & ul,...,ui,l,u,ui,...,ul)e’”“édudf
=171
— n,u/3 Tepr(m, 2 + &, o+ & uyug, .. w)e” " dedudé (6.59)
R+
Now (6.57), (6.58) and (6.59) imply the integral equation

ﬂ-k(xl"“’xl; ul""’ul)—i_)\/R 7Tk<1'1+£,...,513l—|—f; ulv"wul)einuédg
+

= AMp_1(x1+w —xp, o oy U — X U, ,ul_l)g(ul)e_”"(“l_x’)
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1+1
+ Z\/RQ 7Tk+1($1 +§7"'7xi—1 +£,O,ZEZ+§,,ZE1+§, ul?"'7ui—17uaui7"‘7Ul)e_nH§dUd€
i=1 +

+ n,u/3 Trpr (T, 00 + &, + & uug, ... w)e " drdudé (6.60)
R+

On the other hand, it can be shown that the above formula implies the balance equations
(6.53) and (6.54). Specifically, if z; = u;, (6.54) follows from the definition of €; in (6.41).

In order to derive (6.53), one should calculate
ﬂ-k(xlu"'?xl; Ul,...,Ul) —7Tk<l'1 +h,...,.’lfl +h7 ulu"'7ul)

for small h, using (6.60).
Therefore, we must solve (6.51), (6.52) and (6.60). First,

n!

o k. n—k
T = WAl L

k<n, (6.61)
where w is a normalizing constant. We shall search for 7 (), £ > n, of the form

(T, o U, wy) = WA Qe(T1y oy xp; Ury ) (6.62)
From (6.61), m, = w\", therefore, ¢, = 1. Now (6.52) and (6.60) can be rewritten as

/ Qn-‘rl(ov U’)du + n:u/ An+1 (Ilf, u)d:z:du =1 ) (663)
R+ R3

and

qr(T1, ... 2 ul,...,ul)—i—)\/R (1 +&,..., 0+ & ul,...,ul)e’”“fdﬁ
+

= Qe (T w =y — @, ) g () )
I+1

+ )\Z/R2 Ger1(x1 + & i1 &0, + & & U, U, U Uy ) e’""édudf
=175

+ Anp /R3 Qo1 (T, 00 + &, o+ & g, w) e M drdudé (6.64)
+

We now separate (6.64) to two equations and show that they both have the same solution,

independent of A. The two equations are:

: — . —npu(u;—x
Qe (T1, . xp Uy wy) = Qe (T Fw—xy, . T =Xy Uy, u—) g (ug)e wlur =)

(6.65)
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and

/R (e +& . o+ & ug, ... ,ul)e_”“5d£
N

I+1
= Z/R2 Ger1(x1+ & i1 60, + & & U, U, U Uy ) e dudg
=17 By

+ np /R3 Qo (T, 00 + &+ & uyug, . w) e ™ dedudE . (6.66)
+

Equation (6.65) is solved by

l
qk(‘rh sy Lpy Uy . ,Ul) = I{(xh sy Ly Uty . ,Ul) € Ql} ’ H g(“’l) .ein‘u(ulixl) : (667>
i=1
Substituting (6.67) to the left side of (6.63):

/OO g(u)e ™ du + nu /OO /y g(u)e ™) dgdy, = /OO gu)du = 1.
0 o Jo 0

Hence the solution (6.67) satisfies equation (6.63). Then we must show that it satisfies
(6.66). Substitute (6.67) into the following expression

I+1
Z/R q]c-‘rl('xla-'-axi—lvoaxiv"wxl; U,l,...Ui_l,U,Ui,...,Ul)du (668>
=1 +

+ nlu/RQ Qk-f-l(l‘a'xlw"?xl; uaulaul)dl‘du
i

1—T1

! )
= I{(xlw sy Ly ULy - ,Ul) S Ql} . Hg(ul) . (/ g<u)€—nuudu
=1 w

WL pu -z

+ ety g(u)du
i=2 " WiT T

00 u—(u1—x1)
+ n,u/ /0 o g(u)e‘””(“_g’)dxdu> . (6.69)

The last term of (6.69) is equal to

o0 1 0o
nuy g(u)e—nuui . [enﬂ[u—(m—m)] _ 1} du = / g(u) . [e—nu(ul—azl) . €_n’uu]du.
ul—I1 nu o

Then, going on with the calculation of (6.69), we get

l o
= ]{(‘7“17 sy X5 Uy e ,Ul) S Ql} ) Hg(uz) ' e_n#(U1_xl) / g(U)dU
i=1 0
= qr(xy, ... x U, . (6.70)
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Applying the equality between (6.68) and (6.70) at the point (z1+¢&, ..., 2+&; ug, ..., w)
and integrating by £, we obtain (6.66). Combining (6.67) and (6.62), we get (6.46):

!
(e, o, ) = {2, ug, )} - wAE Hg(ul) e u =)
i=1

Finally, we have to integrate (6.46) in order to get the number-in-system steady-state

distribution for £ > n. Making the substitution u; = §; + x;, we derive
!
e = wA /Rm He > .. >4} lH g(& —i—:ci)] e "y L dmyd .. dE
¥ i=1

l
= wik /R Heg > ... >4} l]‘[ G(gi)] e e L dg
+ i=1

-1
(z—11)1 [/; G(n)dn] G(&)d&

WAb e d [ 8 l
_ T'/o ¢ us.d&{[/o G(n)dn]}d&

o0 &1 !
= WA e L [/0 G(U)dﬁ] d&

I Jo

(let € 2 nu& and recall that [ = k — n)

wWAF o ¢/(np) hn

Ab oo
B (kw— n>!‘/o RO TdE = WA Fyy,

= wAF /OO e HEL
0

according to (6.42).

6.5 M/M/n+G queue: summary of performance measures

Here we summarize ezact formulae for M/M/n+G performance measures. The following
definitions and statements are largely based on Baccelli and Hebuterne [3], but many of

them are derived here for the first time.

M/M/n+G primitives.
Recall that the M/M/n+G model requires four input parameters:
A — arrival rate,

[ — service rate,
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n — number of agents,

G — patience distribution (G — survival function).

Building blocks.
Define H(z) £

Introduce the integrals

J 2

Ju

In addition, let

Finally, define

1>

/OOO exp {\H (z) — nuz}dz,
/OOO:E ~exp {\H (z) — nuz}dz,

/OOO H(z) - exp{\H(x) — npz}dx.

/too exp{A\H (z) — nuzx} dx,

Remark 6.2 A convenient way to calculate £ is via recursion: define

& 2

and use

& =

1+ -

2 Zimog ) (%)j k>0,

Lék’ =
k' \

kp

'gk:—la 1§k§n_1)
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/ G(u)du. Note that H(oco) = 7, where 7 is the mean patience-time.
0

(6.71)
(6.72)

(6.73)

(6.74)
(6.75)

(6.76)

(6.77)



List of performance measures:
Many important performance measures of the M/M/n+G queue can be conveniently
expressed via the building blocks above and the patience distribution G. Define
P{Ab} — probability to abandon,
P{Sr} — probability to be served,
Q — queue length,
W — waiting time,
V — offered wait (time that a customer with infinite patience would wait).

Then

P{V >0} = gfm (6.78)
P{W >0} = giJAJ'G(O)’ (6.79)
P{Ab} = HéA;AZM)J’ (6.80)
P{Ab|V >0} = H(AA;”“)J, (6.81)
P{Sr} — % (6.82)

E[V] = gfij (6.83)

EV [V >0] = t’; (6.84)
B[] = SYIL (6.85)

E[Q] = ﬂ, (6.86)
E[V | Ab] = %‘_2’%{;1{ (6.87)
E[WW | Ab] = J&_Aﬁ ;/ffl (6.88)
E[V|S] = E[W|S1] = W (6.89)
P{V >t} = 2;{(;{] (6.90)
P{W >t} = w (6.91)
BV |V > — ‘?éff, (6.92)



Ju(t) — (H(t) —tG(t)) - J(t)

E[W |W >1 = T , (6.93)
P{AD [V > 1) — 2 _A”“ + eXp{A%t()t)_ nut} (6.94)
P{Ab [ W >} — 2= Z’é&)G(t) + eXp{: ;g%f u} (6.95)

Formulae (6.78)-(6.95) are proved in Subsection 6.5.4.

Remark 6.3 In addition to (6.78)-(6.95), one must be able to calculate the four service
measures, introduced in Subsection 3.2. The list of formulae above contains expressions
for P{Ab}, P{W >t} and P{Ab|W > t}. The product of the last two provides us with

P{W > t; Ab}. The other three service measures are easily derived. For example,
P{W > t;Sr} = P{W >t} — P{W > ¢; Ab}.

6.5.1 Connection with Erlang-C and Erlang-B

Recall that the M/M/n (Erlang-C) model is equivalent to M/M/n+G with infinite pa-
tience. In the notation of the last section, that means G(r) = 1 and H(z) = z, for
0 < x < co. The offered wait V' and the actual wait W = min(V, c0) are identical. The

building blocks from the last section are now equal to

1
J:
np— N\’
1
Jl - JH - (n,u—)\)27
e—(n,u—k)t
J(t) =
(t) S
and, finally, .
e\
Ji(t) = Jgt) = — - |1 —At|.
1(2) (t) T [1+ (np — A)t]

(The stability condition ng — A > 0 must prevail.) The expression for £ remains the
same as in (6.77). Now substituting building blocks into the relevant formulae from

(6.78)-(6.95), and defining offered load per server by



we get several well-known formulae for the Erlang-C model:

P{W >0} = p+(1p—p)8’ (6.96)
B[V >0 — Wl_A (6.97)

P{W > t|IW >0} = e (=Mt
EW[W > — t+

npw— A

(It is straightforward to check that (6.96) is equivalent to classical Erlang-C formula.)
Now note that the M/M/n/n model (Erlang-B) is M/M/n+G with customers that

are not willing to wait at all. If wait is encountered, they abandon (blocked in the terms

of Erlang-B). In this case, H(z) = 0, and the only relevant building block is equal to

1
J = —,
np
and
- p
P{W >0} = P{Blockin = —. 6.98
{ } { g}M/M/n/n 1 & ( )
Formula (6.98) is equivalent to the classical Erlang-B formula:

(A/p)"

| |
P{Blocking} /s /n/m = W '
!
=0 :

J
6.5.2 Special case. Exponential patience (M/M/n+M, Erlang-A).

In this case, patience times are exponential with parameter #. Then

H - Z.(1— —0x
(0) = 5 (1—e™),
and the four building blocks are equal to
;o= o (0T (A
- x) T\ee)
exp{%} AN npw A _g,
J<t> - 0 ’ X - 7756 )
A LU |
exp 1 5 0
PR U} S A RN (VRPN
0 62 A 0 0
J(t) eXP{%} A nu A
Ju(t) = — = vyl = 1,2
ult) g 2\ o The )



where the incomplete Gamma function v(z,y) was defined in (6.6).

Note, however, that J; and Ji(t) cannot be expressed via the incomplete Gamma
function. Consequently, those formulae from (6.78)-(6.95) that involve J; (e.g. for the
average offered wait E[V]) should be calculated either numerically, or by approximations,

as discussed in the sequel.

6.5.3 Special case. Deterministic patience (M/M/n+D).

Another important special case is a queue with patience times equal to a constant D. In

this case,
r, 0<zxz<D
H(z) = { D, 2>D
If X\ —nu#0,
np—X  nu(np— N)
1 . ef(nuf)\)t . A . ef(nuf)\)D’ t<D
np — A nu(nw — )
J(t) =
i . e)xD—nut’ t> D
np
g ! _l L1 D 1.6_@#4)137
(npu = A [(np =X (np)*  np(np — A)
—(np—AX —(nu—A)D —(npu—X\ —(nu—A)D
e~ (nu=At _ o—(nu=2x) +te(” It _ De—(nu=2) £+ 1 emND
(np — )2 np— A np o (np)? ’
Ji(t) =
i 1 . e/\D—nut’ t>D
np - (np)?
1 AD
Jg = 1 — ¢~ (u=A)D7 _ . e*(nu*/\)D’
(np—A)? | | np(np — A)
1 t AD
—(np—=MNt _ _—(nu—A)D —(nu—MA)t —(nu—A)D t< D
(np — A)? © ‘ Hnu—k ‘ nu(np—A) ’
Ju(t) =
2-6’\[)_””, t>D
np
If A\=nu=20,
1
J =D+ —,
ny
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Ji(1)

6.5.4 Proofs of (6.78)-(6.95)

Here we present the proofs of (6.78)-(6.95), one by one

(6.78). First, (6.25)-(6.28) and definition (6.77) imply the useful formula

1 A\

o () N
- J ol +
s ) et )

Now the last equality of (6.37) implies (6.78).
(6.79). Follows from

P{W > 0|V >0} = G(0).

(6.80). Formula (6.29) implies that

P{Ab} — (1 _ ”A“) P{V >0} +

E+ AN
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Now substitute (6.78).
(6.81). Immediate consequence of (6.78) and (6.80).
(6.82).

P{Sr} = 1-P{Ab}.

(6.83). Results from (6.99) and

EV] = M- /OOO rexp{\H (z) — nuz}dz.

(6.84). Formulae (6.78) and (6.83).

(6.85). According to formula (6.26), the survival function of the virtual wait is given by
P{V >t} 2 V(t) = )mn,l/ exp{\H(xz) — npz}dx.
¢

Hence, the average wait is equal to

EW] = /oo GtV (t)dt = I,y /Oo G(t)- /OO exp {\H (z) — nux} dxdt
0 0 ¢
and integrating by parts
E[W] = Amos / TH(t) - exp (AH(t) — nput) dt .
0

Then use formula (6.99) and definition (6.73).
(6.86). Follows from (6.85) and Little’s formula.

6.87).
(6.87) sy = BV o] _ e 6100
A= TB@any . T plany o

where from (6.26) and (6.99)

Aexp{\H (z) — nux}
E+AJ '

v(z) = (6.101)

Integration by parts implies that
/ z[AG(x) — nu] exp{\H () — nux}dzx
0

= /OOO xzd [exp{\H (z) — nuz}] = — /OOO exp{\H (z) — npz}dr = —J,
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and

o0 A—nup)Jy+J
/ xG () exp{\H (z) — nux}dr = ( np;\) 1t , (6.102)
0
which, combined with (6.100), (6.101) and (6.80) implies
A=np)Jy +J
E[V|Ab] = .
[V]Ab] AN—np)J +1

(6.88). Similar to the previous calculation

Elr - lpeny] _ J 2V ()dG(a)
P{Ab} P{Ab}

E[W|Ab] =

Note that
dlzG(z) + H(z) — z] = xdG(x). (6.103)
Then B
Jo° 2V (z)dG(z) _ oo v(z) - [xG(x) + H(x) — x]dx
P{Ab} P{Ab}

(use (6.101) and (6.80))

A 2G () + H(x) — x] - exp{AH (z) —npx}dr  J+ N g —npJ;

B L+ (\—np)J 1+ N =np)J

where the last equality follows from (6.102) and the definitions of J; and Jg.

(6.89). This formula for E[V|Sr] can be checked via
E[V] =E[V|St] - P{Sr} + E[V|Ab] - P{Ab}.
Since the event {Sr} is equivalent to {W=V},
E[V|St] = E[W|Sr].
(6.90). Follows from (6.101).
(6.91). Consequence of
P{W >t} = P{V >t} -P{r>t}.

(6.92). Follows from definitions of J(t) and J(t).

(6.93).
I zw(z)dx

EWIW > t] = POW > 1)

(6.104)
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where w(z) is the waiting-time density. The denominator of (6.104) is equal to

P{W >t} = GO)V(t) = I,,_1G(?) /OO exp{\H (z) — nux}dz. (6.105)

t

Calculating the numerator of (6.104):
/tooa:w(a:)da: - /t°° (@) G(x) dx+/ #V (2)dG(z)
= Mp_1 [/too 1G(x) exp{\H (v) — nuz}dz +
—l—/ (/ exp{\H (u) — n,uu}du) dG(x)} (6.106)
Use (6.103) to show that the double integral in (6.106) is equal to

/too[:cG(x) + H(z) — 7] - exp{\H (z) — nuz}dr —

— [tG(t)+ H(t) —t] - /too exp{\H (z) — nuz}dx. (6.107)
After some terms cancel, we get from (6.104), (6.105), (6.106) and (6.107) that
[°[H(z) + tG(t) — H(t)] - exp{\H (z) — nuz}dx

EWIW > 1] = G(t) - [7° exp{\H (z) — nux}dx
 Jult) = ()~ 1G(1) - I()
G(t)J(t) '
(6:99) PIABIV = £} — P{r <V, V >t}  [CG)v(r)dx
{ADV > 1) = P{V >t}  [Pu(r)de
_ [ G(x) - expg)zg(:c) — npx}dx | (6.108)
Using integration by parts
/too[)\@(x) —np) - exp{\H (z) — nux}dr = —exp{\H(t) —nut}.
Hence,
/too G(z) - exp{\H(x) — npz}dzr = (A= nu)J(8) + e;\(p{AH(t) — it} : (6.109)

Now (6.108) and (6.109) imply

A—nu  exp{\H(t) — nut}

P{AD|V >t} = 5 %0
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(6.95). -
P{r<Vir>t}  [FV(2)dG(z)
P{min(V,7) >t} GV

)

_ G(I)V(SI?)L?i + f_too Gx)v(z)dr  [7°G(x)-exp{\H(x) — npx}dr — G(t)J(t)

P{Ab|W >t} =

G(t)V(t) B G(t)J(t)
_ A—np— G(t) exp{)\{-l(t) — nut}
AG(t) AG(t)J(t) '

7 Queueing theory: relevant asymptotic results

Although exact formulae for the Erlang-A and M/M/n+G queues are available, they are

too complicated for developing guidelines to call center managers. These formulae cannot

provide insight to practical questions of the type: “how many additional agents would

I need if the arrival rate doubles?”, “how sensitive is our model to a possible error in

patience estimate?” etc.

Thus, approximations are useful for providing insight and simplifying computations.

In addition, more general models (e.g. queues with a general service time distribution)

often lack analytical solution. Therefore, approximations can help to extend modelling

scope.

There exist the two main types of approximations:

o Steady-state approrimations provide asymptotic expressions for steady-state per-
formance measures of a queueing system (probability to abandon, average queue

etc.)

e Process-limit approximations provide asymptotics for the model processes, for ex-

ample the queue-length process or the offered-wait process.

In our research, we develop steady-state approximations. Below we cover relevant asymp-

totic results, emphasizing steady-state QED, Efficiency-Driven (ED) and Quality-Driven
(QD) approximations, which will be studied in Part IV.
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7.1 Classical approximations for queues without abandonment

Extensive research has been done on the so-called heavy-traffic approximations, which
were first developed by Kingman [45, 46] for G/G/1 and then G/G/n. In this framework,
the number of agents n is held fixed and the agents’ occupancy p converges to the critical
value of one (100% utilization) from below. Then the steady-state waiting time and the
queue-length in the G/G/n model converge to infinity. However, if these performance
measures are properly normalized, their limit steady-state distribution is exponential.
See the book of Whitt [68] as a general reference for heavy-traffic approximations.

In our research, which is oriented towards call centers, we are mainly interested in
models with a large number of agents n. Formally, we assume that the number of agents
n and the arrival rate A converge to infinity and, then, index a sequence of models by
either n or A. (As a rule, we omit this indexing in formulae.)

For example, consider another version of a heavy-traffic limit for the Erlang-C queue.
(See, for example, the Appendix of Gurvich [32].) Fix the service rate u, let the arrival
rate A — oo and assume that

n = R+, (7.1)

where R = \/p is the offered load and > 0 is a service grade parameter. Then one can

verify that

e The delay probability P{WW > 0} converges to one.
e Agents occupancy p converges to one, since limy_ .. n(l —p) = 7.
e The steady-state waiting time is approximately exponential with rate yu.

e Properly normalized and time-changed, the queue-length process converges to a

reflected Brownian motion with a negative drift.

The staffing rule (7.1) above is an example of the efficiency-driven operational regime: it
emphasizes the efficiency side in the quality/efficiency tradeoff, as discussed in Subsection
1.1 of the Introduction.

An additional important approximation was first introduced by Iglehart [37]. Consider

the G/G/n queue with fixed . Let A\ — oo and assume the staffing relation
n=R-(1+7) = R+R. (7.2)
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Then

e The delay probability and the average wait converge to zero.

e The agents occupancy converges to
1+~

e The steady-state number-in-system is asymptotically normal with mean R and stan-

dard deviation V/R.

e Properly normalized, the number-in-system process converges to an Ornstein-Uhlenbeck

diffusion process.

The last approximation corresponds to a quality-driven operational regime, since it implies

especially high performance level.

7.2 QED approximations for queues without abandonment

The classical approximations described above fail to capture an operational regime that
can be observed in many well-run call centers. It is first characterized by a high agents’
utilization (e.g. 90-98%). However, in contrast to classical heavy-traffic, a non-negligible
fraction of the customers (e.g. 30-70%) get service immediately. In addition, average wait
is small with respect to the average service time. The paper of Sze [63] described this
operational regime, although it focused mainly on classical heavy-traffic.

This high-utilization high-service-level operational regime was introduced in Subsec-
tions 3.1 and 4.2 as the QED (Quality & Efficiency Driven) regime. The QED regime for
the basic Erlang-C model was formally defined and analyzed by Halfin and Whitt [34].
They fixed the service rate g and assumed that A\,n — oco. Then the following three

asymptotic statements are equivalent:

e The square root staffing rule prevails:
n = R+BVR+o(VR), B >0, (7.3)
where 3 > 0 is the service grade.

e Agents’ occupancy p converges to one, or more precisely
V- (1—p) — . (7.4)
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e Delay probability converges to a constant:

P{W >0} — a(f) 2 th(fﬁ)]_ : (7.5)

where h(-) is the hazard rate of the standard normal distribution.

In addition, the square root staffing rule implies the following two approximations for the

waiting time in M/M/n:

a(B)  af)
H uBVvVR  pByn (76)
P{W >t} ~ af) e PR, (7.7)

Summarizing (7.4)-(7.6), note that it is consistent with an informal description of the
QED regime in Subsection 4.2: utilization is high; delay probability is neither close to
zero, nor to one; and, finally, the average wait converges to zero. Recently, Whitt [71]
developed a framework that unified the three Erlang-C approximations: QD, ED and
QED. Borst et al. [9] also unifies these approximations via the analysis of staffing and
waiting costs.

QED analysis for the Erlang-B (M/M/n/n) model was carried out by Jagerman [39].
He showed that for the staffing rule (7.3) the blocking probability is of order 1//n:
h(=p)

Jn

The G/D/n queueing model (general interarrival times, deterministic service) in the QED

Er, 2 P{Blocked} =~

—00 < f<00. (7.8)

framework was analyzed in Jelencovic, Mandelbaum and Momcilovic [41]. The M/M/n/k
model with possible busy signals (n agents, (k — n) waiting spaces in queue) was treated
by Massey and Wallace [54]. Puhalskii and Reiman [58] prove weak convergence for (the
queue and virtual wait) processes of the GI/PH/n system to a complex, multidimensional
diffusion process, but not its steady state.

In addition, it turns out that the QED staffing regime can be analyzed with Skill-Based
Routing (SBR). Armony and Mandelbaum [1] and Gurvich [32] explore two classical and
basic SBR models: A-design and \/-design, respectively.
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7.3 Erlang-A approximations

Recall that a basic model that takes into account abandonment is Erlang-A (M/M/n+M),
which was treated in Subsection 6.1. Garnett, Mandelbaum and Reiman [29] developed
QED approximations for Erlang-A. They established equivalence of the following points

of view:

The square root staffing rule prevails:
n = R+ BVR+o(VR), —00 < < 00. (7.9)

(Note that here the service grade 8 can be negative, since abandonment stabilize

the system at all staffing levels.)

Delay probability converges to a constant:

P{W >0} ~ [14-—"L

h-5)\s

where 6 is the individual abandonment rate in Erlang-A.

Ve ] (7.10)
5

1
Probability to abandon is of the order —:

Vn

P{AD} ~

0
\/ﬁ )

where 6 > 0 depends on (3 and the p/0 ratio.

Asymptotic offered load per agent is
a A
onp N

p

7.4 Approximations for M/M/n+G and its extensions

In [70], Whitt develops and validates an approximation for the M/G/n+G model with
generally distributed iid service times. In fact, he approximates it by an M/M /n+M(k)
Markovian model with abandonment rates that depend on the number-in-system k. The

major insight of this paper can be summarized by the following two statements:
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e M/G/n+G performance is primarily affected by the service-time distribution through

its mean; therefore, numerical approximations for M/M/n+G are of main interest.

e M/G/n+G behavior is primarily affected by the patience-time distribution through
its hazard rate near the origin. This statement is consistent with some of our results

that will be presented in Part IV.

Naturally, both statements cannot be true for the entire range of the four model param-
eters. However, they seem to be appropriate for distributions and parameters occurring
in call centers: relatively large n and small to moderate, but non-negligible, customers’
abandonment.

Whitt [73] provides additional insight into the approximation proposed above. He
compares between efficiency-driven approximations of the two models: exact M/G/n+G
and approximate M /M /n+M(k) of [70].

Whitt [72] presents a general fluid model (efficiency-driven approximation) for the
G/G/n+G queue with general distributions of arrivals services and patience times.

Since Erlang-A and other queueing models with abandonment are very sensitive to
changes in the arrival rate (see Whitt [74]), it is important to consider models with uncer-
tainty about the arrival-rate. Recent papers of Whitt [75] and Bassamboo, Harrison and
Zeevi [5] study efficiency-driven approximations for such models and develop asymptotic
rules of optimal staffing. Note that the ED approximations are cruder than the QED
ones, hence they enable analysis of very general models.

Finally, Ward and Glynn [67] use another type of scaling. They explore the M/M/1+M
queue (Erlang-A with a single agent), assuming that the arrival rate exceeds or is close to
the service rate and the individual abandonment rate is close to zero. It turns out that
this system can be approximated by either a reflected Ornstein-Uhlenbeck process or a

reflected affine diffusion, depending on how parameters are driven to their limits.

8 Statistical background on the M /M /n+G model

In order to apply the M/M/n+G model in the call center environment, it is essential to

be able to estimate its parameters. First, there are three numerical parameters: A, pu,
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and n. Their estimates are usually based on historical ACD data. Below, in Subsections
8.1-8.3, we briefly outline corresponding estimation and prediction procedures.

One must also estimate either the patience distribution or its characteristics that
constitute input to the M/M/n+G formulae, either exact or approximate. This issue is

treated in Subsection 8.4.

8.1 Estimation of the arrival rate

Arrivals of incoming calls are typically assumed Poisson, with time-varying arrival rates.
The goal is to estimate /predict these arrival rates, over short time-intervals (15, 30 minutes
or one hour), chosen so that the rates are approximately constant during an interval. Then
the time-homogeneous model is applied separately over each such interval.

The goal can be achieved in two stages. First, time-series algorithms are used to predict
daily volumes, taking into account trends and special days (eg. holidays, “Mondays”,
special sales). Second, one uses (non)parametric regression techniques for predicting the
fraction of arrivals per time-interval, out of the daily-total. This fraction, combined with
the daily total, yields actual arrival rates per each time-interval. (See [13] for detailed

treatment).

8.2 Estimation of the average service time

Service durations are assumed exponential. Average service times tend to be relatively
stable from day to day and from hour to hour. (However, they often change depending
on the time-of-day! See [13].)

In practice, service consists of several phases, notably talk time, wrap-up time (after-
call work), and what is sometimes referred to as auxiliary time. An easier-to-grasp notion
is thus “idle-time”, namely the time that an agent is immediately accessible for service.
It is thus also possible to estimate the average service time during a time interval by:

Total Working Time — Total Idle Time
Number of Served Customers

where Total Working Time is the product of the Number of Agents by the Interval Du-

ration.
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8.3 Estimation of the number of agents

In performance analysis, the number of agents n is an M/M/n+G input. In staffing, n
is an output. In both cases, n must be normalized by the rostered staff factor (RSF), or
shrinkage factor, which accounts for absenteeism, unscheduled breaks etc. (See Cleveland
and Mayben [16]). For example, if 100 agents are required for answering calls, in fact more
agents (110, 120, ...) should be assigned to shift, depending on RSF. In addition, one
should carefully check whether staffing-level data from ACD reports is reliable. Specif-
ically, is planned or actual number of agents reported? Does the ACD data take into
account time periods (both scheduled and not) when agents are taking breaks?

In practice, our experience suggests that it is harder to get reliable historical data on
the number of agents, than on arrival or service rates. In our application analysis (Section
19 and Subsection 6.1.3) we did not have data on the number-of-agents and thus we had

to resort to heuristic procedures in order to estimate it. See Section 19 for details.

8.4 Estimation of the patience-time distribution
Recall the framework that we use in order to incorporate the abandonment phenomenon:

e An arriving customer is equipped with patience time 7. Patience times are

G-distributed and iid;
e An arriving customer encounters an offered wait V',
e Actual waiting time of the customer is equal to W = min(r, V');
o If 7 <V, the customer abandons; otherwise, the customer gets service.

Note that we observe patience times of only customers that abandon the queue. If a
customer gets service, we deduce that his patience 7 is larger than the actual wait W.
This is a classical example of a censoring problem.

Techniques for analyzing censored data have been developed within the well-established
statistical branch of Survival Analysis. See Cox and Oakes [17] for a classical treatment,
or Fleming and Harrington [25] for an advanced measure-theoretic approach. We now
review the application of relevant techniques to our data, which we shall use in Section

19.
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Kaplan-Meier estimator. Our data from call centers in a US bank is discrete with
a resolution of one second. Specifically, for each call, we observe its waiting time in
seconds (0, 1,2, ...) and the call outcome (served or abandoned). Assume that we analyze
a sample of calls with the same patience distribution over the sample. Denote by A; and
Sk, respectively, the number of abandonment and the number of service starts exactly
at k seconds. Let n; be the number of customers that is neither served nor abandoned
before k seconds (number-at-risk in Survival Analysis).

Then the non-parametric maximum-likelihood estimator of the discrete hazard rate is
given by

. Ay

h = =& k>0. (8.1)
Mk

The Kaplan-Meier (product-limit) estimator of the survival function of patience times is

then
Gty = [Ja-hy),  t>0. (8.2)

k<t
The Greenwood formula provides asymptotic variance of the patience survival function:
Ay,

Var[G(1)] = [éu)P-k Tyt

(8.3)
Actuarial estimator. In practice, patience and waiting-time distributions are continu-
ous rather than discrete. An integer waiting time 7' > 0 in the database is approximately
a rounded wait in (7'—0.5,7+0.5). (In fact, given our knowledge about the measurement
system in the US bank, it is more like a triangular distribution over (7'— 1,7 + 1).)
Therefore, there is a need to modify assumptions of the discreet Kaplan-Meier estima-
tor. Assume that the distribution of patience times is continuous with piecewise-constant
hazard rate. Let the hazard be equal to h; during intervals [a;_1,a;), j > 1, with the

convention ag = 0 and ag < a1 < as... Set the interval widths
A
bj = G — Q51 -

Under these assumptions, formulae (8.1)-(8.3) for the MLE should be modified in the

following way:

h = k>1, (8.4)



Gy = T(1-2) . iz, 55)
k<j "
Var[G(a;)] [G(a))]? A ji>1 (8.6)
’ 70 (e — Sk) -
where
, 1
M, = Me—1 — §Sk

is the adjusted number at risk in [a;_1,a;). The estimator (8.5) is called the actuarial

estimator of the survival function.

Robustness of patience estimates. In a well-run call center, the probability to aban-
don usually does not exceed several percents. Hence, the censoring affects 95-98% of
call-by-call data, taking place at the early stages of wait. In addition, in most of our
applications, tele-customers seem to be rather patient, in the sense that most of them
are ready to wait several minutes for service. Combining the two facts, it follows that
standard methods of survival analysis are often hard for implementation in the call center
environment. For example, assume that we try to estimate the average patience via the

tail formula:

E[r] = /Oooé(t)dt, (8.7)

where é(t) is the Kaplan-Meier estimator (8.2) or (8.5). The value of (8.7) strongly
depends on the survival estimate for large ¢t which, according to our experience, turns out
to be very unreliable: the number of large waiting times is relatively small, and many of
them can be, in fact, due to bugs and measurement errors in the system.

In contrast, waiting data for the smaller time values (say, up to 1 minute) is far more
extensive and reliable. Hence, it is desirable to develop and use estimates that are based

on this data only, which is yet to be done.

Independence between observations. The theory behind formulae (8.1)-(8.6) as-
sumes that patience times and censoring (offered wait) times are independent random
variables. Such independence is plausible for patience times. In tele-queues, it is also
reasonable to assume that patience of a customer is independent of his offered wait. (Al-

though, announcements informing customers on their expected wait can lead to violation
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of this assumption.) However, successive offered-wait (censoring) times are clearly depen-
dent. We assume that given a large number of observations from different days, the effect

of such dependence is negligible.

Estimation of the individual abandonment rate in the Erlang-A model. If
patience is assumed exponential, one can use the relation (6.14) in order to estimate the
individual abandonment rate . The average wait in queue, E[W], and the fraction of
customers abandoning, P{Ab}, are in fact standard ACD data outputs, thus, providing
the means for estimating 6 as follows:

P{Ab}  %Abandonment

b = E[W] Average Wait

The formula above is also equivalent to the MLE for a censored exponential parameter.

9 Asymptotic behavior of integrals

We have seen that the building blocks of the M/M/n+G model have an integral form
(recall formulae (6.71)-(6.77)). In Sections 15-17 we shall calculate various approximations
for these building blocks and, consequently, for the M/M/n+G performance measures.
To this end, we now develop a general method and prove several lemmas that will help

us in the task.

9.1 The Laplace method

In the proofs of Part IV, we repeatedly derive asymptotic approximations for integrals

that are expressed in the form
/ ™ e @y A — 00. (9.1)
0

As a rule, f,(0) =0, for all A > 0, and f\(z) — o0, as A — oo, for all = > 0. Note
that the exponential term rapidly converges to zero, for z > 0. Hence, one could expect
that, as A — oo, the value of (9.1) depends mainly on behavior of the integrand near the

origin.
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An important special case is given by

J e { ot} = E,m) =, 92)

where £ > 0,1 >0,b>0and m > 0. If m = 0 one gets

/Oooexp{—b)\k:z:l} = Il‘bgl) AR/ (9.3)

But, generally, (9.1) cannot be calculated analytically, in which case we derive its approx-
imation in the spirit of de Bruijn [20]. The general approach is to show that
/OO 2™-e~ M@ dy is negligible for some § > 0 (6 can depend on \). Then /(S ™ e Ny s
a(;proximated using the Taylor expansion of f)(z) near the origin and for(;nulae (9.2)-(9.3)
above.

This technique is referred to in [20] as the Laplace method for the calculation of inte-

grals. We now apply it to derive several asymptotic statements.

9.2 Asymptotic results

Lemma 9.1 Let by, kq,11,ls be positive numbers and let by, k5, m be non-negative. In
addition, assume that [; and o are integers. Consider a function r, = {r1(A), A > 0}

such that r1(\) ~ A\ — oco. Finally, assume that

k k
Lo 2 (9.4)
I ly
Then
/ eXp blrl()\)xll —bg)\k2:vl2}d:v
F( mtl ) B (m+1) _kiOmtD)
= AT (M) ae (9.5)
Lb, "
and
/ 2™ - exp {—blfrl()\)a:ll — bgkksz} dx
0
I (mtL bF m+la+1 m 1 m 1
_ ( L )mH B (m+z2+1 ) - hlmat 0<)\k2_k1(7‘1l2+)> (96)
Li[bir (N)] 8 Lib, "
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Remark 9.1 Note that the main term in the right hand side of (9.5) is equal to
h ™ - exp { —b A\l b d .
fiam e {-boat}

Thus, the relation (9.4) determines the “dominant” term in the exponent. Moreover, the

second term in (9.6) is equal to
/ x™ - exp {—bl)\klxll} cbo NP2
0
Therefore, Lemma 9.1 states, informally, that

/OOO ™ - exp {—blrl()\)xll - bgAle’lQ} dr =~ /OOO ™ - exp {—b1r1()\)xl1} 1 = by AF22"2)da .

Remark 9.2 We can generalize (9.5) to

s n m+1 kg (m+1) ky(m+1)
/ xm-exp{—blrl()\)xll — Zbi)\kia:li}dm = (T?H)‘)\_ h +o ()\_ o > , A — 00,
0 i=2 l bT
101

as long as sz prevails for 2 <7 < n.

Iy l;
We shall also need the following slightly different version of Lemma 9.1.

Lemma 9.2 In addition to assumptions of Lemma 9.1, let k; > k; and assume that the

function 7y = {ry(\), A > 0} satisfies 75(\) = o(A\*2), A — oo. Then

/OO z™ - exp {—blrl()\):cll - b2T2()\).Tl2} dx
0

(oL kq (m+1) Ky (m41)
=) ;;J AR o (). (9.7)
llblll
Remark 9.3 Note that ro(A\) does not need to be positive, which is in contrast to the

corresponding term A\*? in Lemma 9.1.

Lemma 9.3 Let b,k,[,0 > 0, integer m > 0, and —oco < n < oco. Assume that the

function 7(\) ~ A*, X\ — oo. Define a function

S(A) 2 /;O xm-exp{—br()\)xl}d:t, A>0,

ATL
and assume

nl+k>0. (9.8)

Then there exists v > 0 such that

S(A) = o(e™). (9.9)
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9.3 Proofs of Lemmata 9.1-9.3

Proof of Lemma 9.1.

Define

~
(1>

/oo ™ - exp {—blrl()\)xll — b2/\k2x12} dx
0

and
Iy 2 / x™ - exp {—blrl()\)xll} 1 = byA2a2)da .
0

Formula (9.2) and straightforward calculations imply

I (mtL by mtlatl Ky (m+lo+1) oy (m—+lo+1)
Iy = ( 2 >m+1 - & <m+l121+1 ) : )\kQ_% + o0 <)\k2_1112> .
ll [bl’f’l (/\)] b llbl 1

Now
kl(m+l2+1) )
l

11— 1, = 0<A’“2‘ : (9.10)

will imply Lemma 9.1. If > 0 and M\22!2 < 1, then exists C' > 0 such that
|exp{—byA*222} — (1 — bA*22"2)| < CAZF2p%2
Define § 2 \~*2/%2 and note that the condition A2z < 1 is equivalent to z < 4. Now
/06 ™ - exp {—blrl()\)xll} | exp{—byA*22"2} — (1 — boA™22"2)|dx

< C. /°° Mot e {—byry (W2 } da
0

_ A2k T (m + 21y + 1) _0 ()\QkQ_kumszﬂ)) . ()\]Q_kl(mikllg-ﬁ-l)) |

m+2lg+1 ll

Lbiri(A)] 0

where the last equality follows from (9.4). In order to complete the proof, we show that

the remainder / of the integrals can be ignored. Specifically, there exists v > 0 such
5
that
* m W7 ykoodo _ Y
/5 x -exp{—blrl()\):v ba N2 1 }dx = 0 (e )

and

/:o ™ - exp {—blrl()\)xll} 1= boAR222)de = o (e*’\u) :
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The last two statements follow from Lemma 9.3. (Condition (9.8) applies due to (9.4).)
|

Proof of Lemma 9.2.

The proof is similar to the proof of Lemma 9.1. The integration domain is again divided
by 6 = A%/ For large A the inequality < & implies |z279(A\)| < 1, which, in turn,
implies

|exp{—bara(N)z2} — (1 — byra(N)z'2)| < Clra(N)]2x?2

for some C' > 0. Then one shows that

5 5
/ ™ - exp {—blrl(A)xll - 627’2()\)56'[2} dx — / ™ - exp {—blrl()\):cll} 1 = bary(N)2'2)da
0 0

7k1(m+1)
= 0</\ I ) ,

and
0 mtl Ky (m41) ky(m+1)
/ 2™ - exp {—blrl()\)xll} 1= bg’l“g()\)l’l2]dl’ = 7< ,ffﬂ) A b+ o0 ()\_ll> .
0 I, 1
The last step is to prove “exponential bounds”:
/OO ™ - exp {—blrl()\)xll - bg?“g()\)xZQ} dx = o (e_’\u) , v>0, (9.11)
5

and
/5 ™ - exp {—blrl()\)mll} 1 = byra(N)a2]dz = o (e_’\y) , v>0.

In order to get (9.11), the condition k; > ko is needed. It enables us to find 0 < C4 < 1,
such that for x > § and A large enough,

exp {—blrl()\)ycll — bQTQ(A)xZQ} < exp {—blClrl()\)xll} ,

and
exp {—blrl()\)ztll} 1 = byra(N)22] < exp {—61017”1<>\)£L'll} ,

Now we can apply Lemma 9.3. (Its proof appears below.) H

Proof of Lemma 9.3.

We perform a change of variables

G ) B e




getting
02 oo m+1

S(A :71-/ 1 Tz, 9.12
( ) r(/\)% Clr()\))\"le z z ( )

where C and Cy are positive constants. Under condition (9.8), the lower bound Cyr(X)A™

of the integral in (9.12) converges to infinity. Therefore, there exists o« > 0 such that for

A large enough,

02 o0 _ 02 I
S(A S ﬁ/ e Ydz = ——— g1 - X —Cyr( M)A s
=Sl A o e (= Cr )

where Cj is a positive constant. Since 7(A)A™ ~ A" *% we can easily find v > 0 such that

(9.9) is satisfied. B

10 Some properties of the normal hazard-rate

In Part IV we shall extensively use the hazard rate function of the standard normal

distribution

ay = O _ g

1 —®(z) (x
where ® () is its cumulative distribution function, ®(x) = 1—®(z) is the survival function

and ¢(z) = ®'(x) is the density.

)) , (10.1)

Figure 17: Normal hazard rate

hazard rate
w
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The derivative of the normal hazard rate is equal to
h(xz) = h(z) - (h(z) — x) (10.2)

and, consequently,

The second derivative is
h'(z) = h(z) - (2h*(z) — 3zh(z) + 2* — 1) . (10.3)

Theorem 1.3 from Durrett [21] states that

1 1 = 1
<x — x3> o(r) < P(z) < ;gb(m) ,  forxz>0.
Then it follows that:
h(z) > x, —o0 <z <00,
3
x
hiz) < —5— x> 1,
and
|h(z) —z| -0, asx— . (10.4)

It is well-known that h is an increasing function (see Gupta and Gupta [31] for a general
treatment of multivariate normal case). Surprisingly, we have not found anywhere a proof
that h is convex and we shall need this fact. So we constructed an indirect proof, based

on the convexity of the Erlang-B formula [40], in the following way. Define the function

A o -1
B(s,a) = [a/ e (1 + t)sdt] :
0
For a > 0 and integer s > 0 it can be shown that

B(s,a) = [Z ] -

Pt il sl

The last expression is equal to the Erlang-B blocking probability in the M/M/s/s system

with a = —. It has been proved in [40] that B(s,a) is convex in s in [0, 00), for all a > 0.
!

Now define

B(B,a) £ Va-Bla+ va,a).
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Obviously B(f,a) is also convex in 3 over (—y/a,o0). The QED result for the Erlang-B
system, derived by Jagerman [39], implies that

B(f,a) — h(=p) (@ — o0).

The pointwise limit of a sequence of convex functions is convex as well, implying that A
is convex.

Finally, formula (10.4) and the convexity of h imply

h(x) <1, —00 < T < 00. (10.5)
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Part 111
Impact of customers’ patience on
delay and abandonment

11 Some new theoretical results

11.1 Patience-induced order relations for performance measures

We consider the following problem. Fix the parameters A, i, n of the M/M/n+G queue, so
that only the patience distribution GG can be varied. Is it possible to derive any relation for
different performance measures of the M/M/n+G, based on some order relation between
patience distributions? Is there any distribution that brings those performance measures
to their maximum (minimum)?

These problems are practically important, for example, if the patience (maximal wait-
ing time) depends not only on the customer but on the system management as well.
Consider, for example, overflows when a customer that has already been waiting in queue
is rerouted to some alternative resource: a free agent, another queue or a VRU. (The lat-
ter option usually leads to customers’ dissatisfaction, but, nevertheless, it is practiced.)
Protocols in real-time communication systems (e.g. the Internet) also rely on time bounds
for the maximal wait in queues.

The following two statements provide some answers to the questions formulated above.

Lemma 11.1 Consider an M/M/n+G queue with fixed parameters A, p, n. Assume that

for two patience-time distributions G; and G, the inequality

| Gman = [ Gatnya (11.6)

prevails for all z > 0, where G; and G5 are the corresponding survival functions. Let
P'{Ab}, P{Ab|V > 0}, P{V > 0} and P'{W > 0}, i = 1,2, denote the steady-state
characteristics of the corresponding M/M/n+G; queue. Then,

a. PH{V >0} > PH{V >0}; PYW >0} > PH{W > 0}.

b. P'{Ab} < P?{Ab}; P'{Ab|V >0} < P?*{Ab|V > 0}.
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Theorem 11.1 Consider the M/M/n+G queue with fixed parameters A\, u, n and a
fized average patience time 7. Then the deterministic distribution of patience G4 (every
customer is willing to wait exactly 7) has the following “extremal” properties among all

patience-time distributions with average T:

a. The deterministic distribution maximizes the steady-state probabilities of wait

P{W > 0} and P{V > 0}.

b. The deterministic distribution minimizes the steady-state probabilities to abandon
P{Ab} and P{Ab|V > 0}.

c. The deterministic distribution maximizes the steady-state average wait E[W].

d. The deterministic distribution maximizes the steady-state average queue length E[Q)].

Remarks.

1. It will be shown that Statements a and b of Theorem 11.1 are corollaries of Statements
a and b from Lemma 11.1, respectively. However, inequality (11.6) does not imply order
relations for average wait or average queue. An example is provided in Section 12 (see

comments adjacent to Figure 25).

2. Assume that the patience-time distribution G is stochastically larger than Gs:

Gi(z) > Ga(z), x> 0. Then condition (11.6) prevails automatically. Bhattacharya and
Ephremides [6] proved that the former conventional stochastic order implies the corre-
sponding inequality between the probabilities to abandon even in the general G/G/n+G

case (non-Poisson arrivals, non-exponential service).

3. One can check that for two distribution G; and G5 with the same mean, condition
(11.6) is equivalent to G; <., G5 in the sense of stochastic convex order. See Shaked and

Shanthikumar [64] for details.
The proofs of Lemma 11.1 and Theorem 11.1 are given in Subsection 14.1.

11.2 Light-traffic results

Now we fix the parameters p, n and the patience distribution G and derive several asymp-
totic formulae for small A\. One of the goals is to identify the slope of “probability to

abandon versus average wait” near zero. This slope sometimes remains stable for light to
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moderate (or even large) loads.

Lemma 11.2 Consider M/M/n+G queues with all parameters, except the arrival rate,
being fixed. Assume that the arrival rate A — 0. (Below we index steady-state perfor-
mance measures by a subscript A.) Then

Py{Ab} 4 1
V= = = I G(z)e mmedy

lim

] —np. (11.7)

The meaning of «; is the abandonment rate given one customer in the queue. In addition,

}\iH(l) P,{Ab|W >0} = 1—npu /Oo G(z)e ™ dr = P{r <exp(nu)}, (11.8)
- 0
}\ir% EA[W|W > 0] = /OO G(z)e ™ dr = E[r Aexp(nu)], (11.9)
- 0

where the patience 7 is independent of the exp(nu) random variable. See Subsection 14.2

for proofs.

Remark. Formulae (11.8) and (11.9) can be explained intuitively. Consider a lightly
loaded M/M/n+G queue and assume that a customer encounters wait. Since the arrival
load is small, it is highly probable that this customer is the only one in queue. Then the

offered wait is exp(npu) distributed, which implies the relations above.

12 Empirically-driven experiments

We consider M/M/n+G queues with service rate 1 = 1 (minutes will be used as time
units, for concreteness) and n = 10 agents. Several patience distributions were studied,
most of which had an average patience 7 = 2. We varied the arrival rate A from 1 to 50, in
step 0.25, then calculated performance measures and summarized the results graphically.
A Matlab program, based on Brandt and Brandt [11], was used for calculations. Here we

present a sample of examples that are related to the following topics:

e The relation between the probability to abandon and average wait, in particular

how close it is to being linear.

e Explanations of linearity or non-linearity of the above relation.
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probability to abandon

e Checking some theoretical results for M/M/n+G, exact and asymptotic.

e Exploring the relation between performance measures and the arrival rate, for var-

ious patience distributions.

Remark 12.1 Below we perform numerical experiments with n = 10. However, our
conclusions seem to be correct for larger values of n. (See, for example, Figure 6 from

Introduction with n = 100.)

12.1 Examples of a linear relation between P{Ab} and E[W].

Example 1. We start with comparing the following three patience distributions: expo-
nential with mean 2 minutes, uniform on [0,4] and hyperexponential (50-50% mixture of
two independent exponentials with means 1 and 3 minutes). The first plot of Figure 18
depicts the corresponding relations between the probability to abandon and average wait,
as A varies from 1 to 50. The second plot shows the same relation, restricted to loads
that are not extremely high (probability to abandon less than 35%). Finally, Figure 19

presents the same performance measures but conditioned on positive wait.

Figure 18: Probability to abandon vs. average wait

moderate loads
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The first plot of Figure 18 illustrates the general form of P{Ab} / E[W] curves, given
A that varies from zero to infinity. Those curves always connect the origin and the point
(7,1) (T = 2 minutes, or 120 seconds, in our case). The reason is that the average wait

converges to the average patience, as A\ — 00.

Figure 19: Probability to abandon vs. average wait: delayed customers
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From relation (6.14) we know that exponential patience implies a linear curve, which
is supported by Figures 18-19. The curves for other distributions need not be linear.
For example, we observe (the first plot of Figure 18) the convex curve for the uniform
distribution and the concave curve for the exponential mixture.

However, if we consider “reasonable loads” (the second plot of Figure 18) the two
non-exponential curves are strikingly close to linear patterns. The same phenomenon
is observed for conditional values (Figure 19), as well as for uniform distributions with
different average in Appendix.

Finally, we check the light-traffic formulae from Lemma 2. The abandonment rates
a1, given one customer in the queue, are equal to 0.5, 0.2565 and 0.6563 for exponential,
uniform and mixed exponential distributions, respectively. (These values are very close to
0.5, 0.25 and 2/3 — the patience densities at zero: the Remark below Theorem 2 explains
this phenomenon.) The ratio between P{Ab} and E[W] for the smallest arrival rate
(A = 3) is equal to (0.5, 0.2589, 0.6533), which conforms to Lemma 2. Checking formula
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(11.8), for the light-traffic limit of the conditional probability to abandon, we get the
vector (0.0476, 0.0250, 0.0616), which is highly plausible in view of Figure 19.

Example 2. We again consider three patience distributions:

e Delayed exponential distribution: all customers are willing to wait at least 0.25 (15

seconds); then their patience is governed by an exp(mean = 1.75) distribution.

e Exponential distribution with balking: 10% of the customers balk (leave immedi-
ately) if they encounter queue; the rest 90% of the customers are equipped with an
20

exponential patience (mean = %), so that the overall mean equals 2.

e The survival curve for regular customers, based on the call center data from Figure
2, has been used in order to produce the third patience time distribution. We refer
to it below as “cc data”. The following operations have been performed with the

data:

1. The data has been normalized to 2, which is the average patience for other

theoretical distributions in this section.

2. Exponential smoothing was performed for the tail of the distribution (for time
values larger than 1.2, which is equivalent to 6 minutes in the initial scale).
The reason is that estimates of survival functions are very unreliable for large
time values (the data is heavily censored, see [13]). Note that the linear pattern
of the “cc data” curve for very large loads (in the first plot of Figure 20) is a

consequence of the exponential smoothing.

Figures 20-21 were plotted using the same algorithm as in Figures 18-19.

We observe that the cc data curve for moderate loads (the second plot of Figure 20) is
close to a linear pattern. However, it is noticeably concave. In fact, the concave pattern
for small loads is plausible due to the first peak of the hazard rate in the second plot
of Figure 5 in Section 2: a fraction of the customers abandons almost immediately if a
positive wait is encountered. We also observe that the nearly perfect linear pattern of
Figure 7 is in fact somewhat concave near zero.

The graphs of the two theoretical distributions in Figure 21 can be used, to some

extent, for validation of Figure 8 from Subsection 4.1. First, Figure 21 demonstrates the
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probability to abandon

theoretically predicted linear curve with y-positive intercept for the exponential distri-
bution with balking. (Recall the second plot in Figure 8.) The conditional curve of the
delayed exponential distribution in Figure 21 is close to a straight line as well, which
provides analogy with the first plot of Figure 8. (Note that in both cases, all customers
are delayed, either in VRU, or in queue.)

Figure 20: Probability to abandon vs. average wait
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Figure 21: Probability to abandon vs. average wait: delayed customers
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It was observed in [13] that the service-time distribution in our call center is very close
to lognormal. Therefore, it is natural to compare between M /M /n+G results, illustrated
by Figures 20 and 21, and M/G/n+G results with lognormal service distribution. Since
theoretical results on the M/G/n+G queueing system are not available, we resort to
simulation.

We simulated the M/G/n+G queue with n = 10, the “cc data” patience used above
and lognormal service times with mean 1 and coefficient of variation equal to 1.2 (ap-
proximately the same as in our call center data). The arrival rate was varied from 3
to 15. Figure 22 demonstrates that the performance measures of the two systems are
indeed very similar. The first plot shows that the probabilities to abandon are almost
indistinguishable. (This fact conforms to the conclusion of Boxma and de Waal [10] that
observed only mild sensitivity of the probability to abandon with respect to the service-
time distribution.) In the second plot, we observe a small difference in waiting time. As
a result, the lognormal P{Ab} / E[W] curve in the third plot is close to the real-data

straight-line pattern of Figure 7 from Subsection 4.1.

Summarizing, the patterns of Figure 7 and our “cc data” curves are similar. The
observed difference can be attributed to various discrepancies between the call center
environment and the M/M/n+G model: the number of servers is not constant over the
day, the system does not always enter steady-state, priorities and skill-based routing, etc.
Yet we believe that simple queueing models, such as Erlang-A (see Chapter 8 of Brown et

al. [13]) or M/M/n+G, could turn out very useful in the analysis of complex call centers.

12.2 Examples of a strictly non-linear relation between P{Ab}
and E[W].

Example 3. Here we present four patience distributions that give rise to non-linear

patterns of dependence between the probability to abandon and average wait:
e Deterministic distribution: all customers are willing to wait exactly 2 minutes.

e Erlang (Gamma) distribution with two exponential phases, each with the mean

equal to one minute.

e Lognormal distribution with both average and standard deviation equal to 2.
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Figure 22: Comparing M/M/n+G and M/G/n+G (lognormal service)
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e The fourth distribution is a 50-50% mixture of two constants: 0.2 and 3.8.

Note that the densities of all the above distributions vanish at the origin. In general, the
theoretical cases with strictly non-linear relations between P{Ab} and E[W] are usually
characterized by patience density that, at the origin, either vanishes or exhibits some

“unstable” behavior.

In our example, illustrated by Figure 23, the deterministic curve is strictly convex

and lies below all other plots, as could be expected from Theorem 11.1. The patterns
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probability to abandon

Figure 23: Probability to abandon vs. average wait
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of Erlang and lognormal are similar. Finally, a deterministic mixture provides a peculiar
curve, which starts concave, and turns into convex. This can be explained as follows.
When the loads are light to moderate, the customers with short patience abandon. (The
curve is almost linear in this range.) For larger loads, the probability to abandon remains
almost constant while the average wait increases: indeed, all customers with short pa-
tience abandoned and those with long patience still prevail. Eventually, the long-patience

customers start abandoning as well.

12.3 Abandonment rate as a function of queue length

In the framework of our experiments, all the M/M/n+G parameters, except for A, have
been fixed. Therefore, from Little’s formula and (6.48),
P)\{Ab} _ A P)\{Ab} _ Z?il Qg - 7Tn+l(/\)
E\[W] 0N(®) Y b ()

where «; are the abandonment rates given [ customers in the queue. For example, in the

(12.10)

case of exp(f) patience:
Py{Ab} _ 9
Exw]

Figure 24 supports the claim that the expression in (12.10) is approximately linear with

ap=0-1 and

respect to A, if the abandonment rates a; are approximately linear with respect to the

queue length [.
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We plotted four curves of abandonment rates in Figure 24, using the patience distri-
butions from Examples 1 and 3. One observes a clear connection between the curves from
these examples (Figures 18 and 23) and Figure 24: the exponential curve is exactly linear,
the uniform curve is close to linear and the deterministic curve is strictly convex. (In the

deterministic case, there is almost no abandonment if the queue is small.)

Figure 24: Abandonment rate given queue
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The abandonment plot for the deterministic mixture also conforms to the correspond-
ing curve at Figure 23: linear increase for small queues, then a “plateau” (all short-
patience customers abandon) and, finally, linear increase again.

Figure 24 provides the opportunity to verify our equations (6.49) and (6.50), both
taken from Brandt and Brandt [12]. We observe that the four curves share the same slope

1/7 = 0.5, for large values of .

12.4 Dependence of E[W] and P{Ab} on varying arrival rates

Figure 25 shows the graph of E[IW], for M/M/n+G with three patience distributions. We
are already familiar with the deterministic and uniform distributions from our previous
examples.

The third patience distribution is the following: 25% of the customers balk immedi-
ately if they encounter a queue, 25% are willing to wait exactly 2 min and 50% have a

uniform patience on [2,4]. (Hence the average patience is 2 minutes.)
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Figure 25 illustrates two facts. First, as predicted by Theorem 11.1, the deterministic
curve is maximal. Second, note that the other two curves cannot be ordered uniformly
in \. However, the uniform distribution G is larger than its mixture counterpart G, in
the sense of the order relation (11.6) from Lemma 11.1. Therefore, this relation does not

imply any order for average waits.

Figure 25: Average wait vs. arrival rate
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Figure 26: Probability to abandon vs. arrival rate
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Finally, we present in Figure 26 abandonment versus arrival rates for the three distri-
butions: deterministic, Erlang and lognormal (see Example 3). Note that the probabilities
to abandon are rapidly reaching the “fluid limit” 1— (1V p)~' (see [29]), where p is the
offered load per server. (For example, if A = 50, then p =5 and P{Ab} ~ 0.8.) Figure 26
shows that even for moderate loads, the abandonment curves of two different distributions
(Erlang and lognormal) can be almost indistinguishable. Overall, it seems that variations
in the patience distribution usually implies larger changes in the average wait and less
significant changes in the probability to abandon. (The most significant changes for the

probability to abandon occur around p = 1; see also Boxma and de Waal [10].)

12.5 Quantitative verification of linearity: ratio and curvature

So far we have relied on a visual inspection to identify linearity (or non-linearity) of the
relation between the probability to abandon and average wait. Two simple methods,
illustrated by Figure 27, can be used to verify this quantitatively.

First, the ratio between the two performance measures can be plotted. The first plot
in Figure 27 shows clearly the constant relation for the exponential distribution; this
relation is only slightly increasing (especially if the load is not very high) for the uniform
distribution and it is strictly non-constant for the deterministic distribution.

The second plot presents the curvature of the “P{Ab} vs. E[W]” graphs. (See [57],
page 119, for the definition of curvature. Recall that zero curvature corresponds to a
straight line.) Consult Figure 25 in order to verify that the curvature of the deterministic
distribution increases steeply even for moderate loads and the curvature of the uniform

distribution is high for only the very large loads.

13 Conclusions of Part 111

We have studied the impact of the patience distribution on M/M/n+G performance. In
particular, some interesting extremal properties of the M /M /n+D queue were established.

Concerning the specific phenomenon discussed in Subsection 4.1 (e.g. Figure 7), it
has turned out that the linear relation between the probability to abandon and average

wait prevails, both practically and theoretically, in a much broader context than the
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P(Ab)/E[W] ratio

Figure 27: Two methods to evaluate linearity
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Erlang-A model with exponential patience. To be more specific, an exact linear relation
holds theoretically for exponential patience (Figure 18). It also holds practically for many
patience distributions in the sense that, over realistic parameter values, the relation is close
to being linear (second plot in Figure 18). In addition, such a relation was established in
the light-traffic framework (Lemma 11.2). There are exceptions, however, as apparent for

the deterministic case (Figure 23).

14 Proofs of theoretical results

In Subsection 6.3 we surveyed a relevant material from Baccelli and Hebuterne [3], which
constitutes a necessary theoretical background for Lemma 11.1 and Theorem 11.1. The
proofs of Lemma 11.1 and Theorem 11.1 are presented in Subsection 14.1. We proceed
with the proof of Lemma 2 (Subsection 14.2) which uses the review of Brandt and Brandt
[11, 12] in Subsection 6.4.
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14.1 Proofs of Lemma 11.1 and Theorem 11.1

We start with the proof of Lemma 11.1, then derive its corollaries: a and b of Theorem

11.1 and, finally, proceed to ¢ and d that require more complicated proofs.

Proof of Lemma 11.1.

a. Formula (6.28) and inequality (11.6) imply that J; > Jo (where the values J; and
Jo correspond to distributions G and Gy). From (6.78) one gets that P*{V > 0} is an
increasing function of J;. (We assume that A\, u and n are fixed; note that £ from (6.78)

does not depend on patience distribution.). Therefore, the relation
PY{V >0} > P*{V >0}

prevails.
Survival functions G are right-continuous. Therefore, inequality (11.6) implies G (0) >
G5(0). Now
PHW >0} > PH{W > 0}

follows from (6.79).

b. A relation between the probability to abandon and utilization, namely

A
= — - (1—P{Ab
p = (1= P{ABY)
implies that the inequality for probabilities to abandon follows from the inequality for
utilizations: p; > po. Utilizations can be calculated by

n—1 ] ]
i = 1—27@.(1—)7 i=1,2.

§=0 "

Formulae (6.25) and (6.27) imply that 7; <7, 0 < j <n—1. Therefore, the inequality
for utilizations holds.
Finally, the inequality P*{Ab|V > 0} < P?*{Ab|V > 0} follows from the definition

of conditional probability and the two previous statements.

Proof of Theorem 11.1.
a-+b. Define a function



Lemma 11.1 implies that if the deterministic distribution G4 uniformly maximizes H(x)
over all possible survival functions with mean 7, then a+b holds. Note that H(x) has

the following properties:

x) is non-decreasing, x > 0, (14.1)
0) <1,
x) is non-increasing, x > 0.

The uniformly maximal survival function that satisfies the constraints (14.1) is:

H(z) = min(z,7), >0, (14.2)
which corresponds to the survival function of the deterministic distribution: G(n) = I{n <
T}

c+d. The bulk of the proof is showing that deterministic patience maximizes E[W |V > 0].
Then the statement for the average wait will follow from Lemma 11.1, part a. In addition,
Little’s formula will imply d.

First, we present expression for the conditional average wait, which is convenient to

analyze:
B[V > 0] 2 Wy(H) = % f’;{,fgxﬁipj[?g@n;%}dt, (14.3)
where
(o = | " Glu)du. (14.4)

Formula (14.3) follows from (6.78), (6.85) and definitions (6.71), (6.73).

Now we can formulate the optimization problem. Define by S the set of functions that

satisfy constraints (14.1). We need to prove that
D A =\
H”(z) = min(z,7) = arg max Wo(H)

where Wy(H) is defined by (14.3). It can be verified that Wy is continuous on S in the
uniform metrics

p(Hy, Hy) = max |Hq(t) — Ha(t)].

0<t<oo

(Check the numerator and the denominator of (14.3) separately.)
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Introduce

HP (z) 2 min(z/b,7), b> 1, (14.5)

which is the family of functions that, as can be easily checked using (14.4), corresponds
to patience distributions that take values b7 and 0 with probabilities 1/b and (1 — 1/b)
respectively. In other words, customers either balk immediately (if they encounter queue)
or are ready to wait a deterministic time b7.

The proof will proceed via 3 steps.

Step 1. For any H € S that does not belong to the class HP, there exists H e S s.t.

WO(H) > Wo(H)
Step 2. For any b > 1, Wy(HP) > Wy(HP).

Steps 1 and 2 imply that H? is the only “candidate” for being arg maxyes Wo(H). So,

naturally

Step 3. HP = argmaxpycs Wo(H).

Proof of Step 1. First, we shall calculate the variation of Wy:

& 9w () + adHE),, (14.6)

SWo(H.0H) = -
(0

The set S is convex:
H,H,eS 0<a<l = OéH1+(1—Oz)H2€S.

Remark. Below we shall use the following fact that is a consequence of definition (14.6):
Let H € S. Assume, for some 6H, that éWy(H,0H) > 0 and (H + dH) € S. Then
there exists « € (0,1) such that Wy(H 4+ adH) > Wy(H). Since S is a convex set, also
(H+adH) e S, foralla € (0,1). W

Straightforward calculations imply that

0 [ JoS(H(t) +adH (L)) - exp{A\(H (t) + adH(t)) — nut}dt
OWolH,0H) = Do [ JoT exp{A\(H(t) + adH(t)) — nut}dt -
- /O TSH(E) - exp{AH(t) — npt) - r(1)dt (14.7)
where
r(t) = /0 (1+AXH(t) — AH(z)) - exp{\H (z) — npzx}dx (14.8)

104



Note that r(¢) is an increasing function (in fact, strictly increasing at points ¢ such that

H(t) # 7). In addition, r(oco) > 0. Hence, two cases can be considered:
e The value 7(0) > 0 and r(t) is positive for ¢ € (0, c0);
e the value r(0) < 0 and there exists a unique t* that solves the equation r(t) = 0.

In the first case, for any H # H” take H +6H = HP. Since §H is non-negative,
IWo(H,0H) > 0. Then there exists « € (0, 1) such that Wy(H + adH) > Wy(H).

In the second case, choose

[ GH@E) e, 0<t<t
(H + 6H))(t) = { Hb), L2 g (14.9)
Clearly (H +6H,) € S. If H is linear on [0,t*], (H+0H;) = H. Otherwise, note that on
[0,¢*] both dH; and r are negative. Hence, according to (14.7), 0Wy(H,0H;) > 0 and

Wy cannot attain its maximum at H.

If (H+dH,)=H on [0,t"], we define h = H (t*—) and try

H(t), 0<t<tr

min(H(t*) + h- (t —t),7), t>t* (14.10)

(H+ 0H))(t) = {

Again (H + dH,) € S and if 0Hy #0, dWo(H,0Hy) > 0.
Hence, the only functions that can possibly bring W, to a maximum are those with
0H, = 0 and dHy; = 0. However, such functions (linear until they reach 7) constitute

exactly the class H. W

Proof of Step 2. We must maximize the functional defined in (14.3) over the one-

parameter family of the functions HP, introduced in (14.5). The problem is solved by
0

“brute force”, proving that — Wy (H bD ) is negative and, hence, the maximum is attained

ob
at b = 1. Integration using definitions (14.3) and (14.5) shows that, if A —nub # 0,

1 por A —nub)t o0
t-exp {(W} dt + / T - exp{\T — nut}dt
b7

0 D o blo ;
% 0( b ) = % bt ()\ —_ nlub)t -
/ exp 0y dt—l—/ exp{\T — nyut}dt
" bT
bt T(A—nub b F(A—npudb b -
:g[k—nub-e( #)—(A—nub)2-e( H)—Fm}_'_@e( ub)
" s - [Tt — 1]
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a 9 f(0)
b g(b)’
where
AT b _ b
b) = — TO-mub) .~ 14.11
710) l@—nMMu M—WMJB T MW
and
1 A
b) = eTATmmb) _ 1 14.12
o0 = 5| 1112)
We shall need also the derivatives:
Fb) = o (X + nub)T AT2 O At npb A+ nub
(A—nub)2  A—nub (A —nub)? (A — nub)?
and
, _ A AT A
h) = T(A—npubd) o . .
9(0) ¢ (A —=nub)2  A—nub (A — nub)?
One must show that
f0)g'(b) = f(b)gb) > 0, b>1. (14.13)

Then some algebra provides us with:

(A = nub)® - [f(b)g (b) — f (b)g(b)] =
A2+ n?u?h? AT nub?
I S—— NP2 b4 P eTOnb) TP
= npb)? T O = b g = by
Multiply the last expression by nu(A — nub)? and denote i = nub. We then get

A2 27 (A—npub)

N T — (N (A = 1) + (A = ) + N P+ AN = 1)) - O 4 7

Now we change variables: © = A —[i (note that z > —fi) and transform the last expression

to
227‘:p_ ~ 2-2_2 ~2 ~\N—=,_.2 Tx ~2
(z +f) [z + )72 + pra’ 4 (¢ + )° + f° + (o + @)72°] - €7+ i° . (14.14)

It is easy to check that (14.14) is zero for z = 0. Differentiating it with respect to x, we
get

e (e - r(x) — ha(x)),
where

r(x) = 20+ 2027 + (2 + 4472 + 2727
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and
ho(x) = 20+ 20%7 + (24 647 + 20°7%)x + (B*7° + 47 + 57%)x” + (p7° + 7°)a°.
Let hy(z) £ €™ - r(z). Assume & > 0. Then

e > 1+ 7x+

and

=22
hy(xz) > r(x)- (1 + T + T;) = ho(z) + (a7 + 2782 + 72 > hy(z). (14.15)

If x < 0, then
) 72,2
e < 1+7Tx+

and

hi(z) < ho(z) 4+ 27%2° + 7223 (i + ) < ho(2), (14.16)

where the last inequality follows from —f < x < 0. According to (14.15) and (14.16),
the derivative of expression (14.14) is negative for < 0 and positive for > 0. Hence
(14.14) is non-negative, implying (14.13) and, in turn, Step 2.

The calculations above are not valid for b = — (due to division by zero in (14.11) and
(14.12)). However, that does not create any pg)%lem: Wy is continuous in the uniform

metric and, therefore, continuous in b over H”. W
Proof of Step 3. Define the subset S C S, where
HeS iff 3T st. HT) =7,

and introduce Sy by
HeSy it HT)=7.

For all T > 0, the set Sy is closed (in the uniform metric), uniformly bounded and
uniformly equicontinuous (since a derivative of any function from S is bounded by 1).
The Arzela-Ascoli theorem (see [47], for example) implies that Sr is a compact set. Since
W is a continuous functional in the uniform metrics, it must attain a maximum on Sy

If He Sy and H ¢ HP then, using the technique from Step 1, we can find H C Sy

such that Wy(H) > Wy(H). (Note that the transformations (14.9) and (14.10), described
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in Step 1, are S — 5’) Now Step 2 implies that HP remains the only candidate to
maximize Wy on S’T, for all T > 7. Since T is arbitrary, H” maximizes W, over S as well.

Finally, note that any H € S can be approximated in the uniform metric by a sequence
{H,} € S. Since W, is continuous, Wy(HP) > Wo(H). Moreover, Wo(HP) = Wy(H) is
impossible for HP # H since the value of the functional at H can always be improved by

the methods from Step 1 and Step 2. W

14.2 Proof of Lemma 11.2

We use the results from Brandt and Brandt [11, 12]. Note that if the patience time is
finite almost surely, then the steady-state distribution exists for all values of A\, 1, n and
the inverse of the normalization constant in (6.43) is finite. Hence, the sequence {F}} is

bounded (in fact, converges to zero) and

) n—1 n| X /\junfj o] )
g ' = Zij, +Y NHE = nlou" +o(N), (A —0).
=0 : =0

Recall from (6.45) that m,,; = g- A"t F}, [ > 0. Little’s formula implies that the average

waiting time is

o Zloil l * T+l

E[W) -

n— = 1 >\ " n
= " S NE = n'(u) Fi +o(A\"). (14.17)

=1

Applying integration by parts:

>

Fy /Oo F(&)etd¢ = /OO G(z)e ™ dx .

0 0

From (6.48) and (6.45), the probability to abandon is

D21 U T 1 <)\

P{Ab} = 3 = - M>na1F1 + o(\"). (14.18)

In order to validate the second equality of (14.18), note that from formula (6.49),

al:EET]—I—o(l), (I — ).

Hence, taking into account that

)\
§ I _ _— ~ 2 —
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note that
ZamnH = g-\" Zal)\lFl = o(A\""h), (A—0),

1=2 1=2
which implies (14.18). Now using formulae (14.17) and (14.18), we prove (11.7).

From the PASTA principle,
P{W >0} = > my = g\ +0()\):ﬁ p + o(\"), (A —0).
1=0 :
Now we derive formula (11.8), using (14.18):

P{Ab}

P{Ab|W >0} = POV > 0}

~ aFy = 1—npFy, = P{r <exp(nu)}, (A—0),

and one gets (11.9) using (14.17)

EW
The last two equations imply
lim P)\{Ab|W > 0} —

A—0 E\[WIW > 0]
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Part IV
Asymptotic operational regimes in

the M/M/n+G queue

15 QED operational regime

15.1 Formulation of results

15.1.1 Main case: patience distribution with a positive density at the origin

Consider an M/M/n+G queue. Fix the service rate p and the patience distribution G.

Assume that the arrival rate A\ — oo and the staffing level n is given by

n = 2+ﬁ\/5+0(\/X), A— o0, —00<f<oo. (15.1)

We develop asymptotics of different performance measures, as A — oo (n — 00). The
idea (adopted also in the following sections of Part IV) is, first, to derive asymptotic ex-
pressions for the building blocks J, £ and J; that were defined in (6.71), (6.77) and (6.72),
respectively. Then we continue with performance measures, using relevant formulae from

the list (6.78)-(6.95).

Remark 15.1 All performance measures and queue characteristics in the statements of
Part 1V should be indexed by A. As a rule, we omit this indexing. All asymptotic results

are, by default, valid given A — oo (or, the same, n — o0).

Lemma 15.1 (Building blocks (6.71), (6.77), (6.72)) Define the patience-time den-
sity by g = {g(z),x > 0}. Assume that the density exists at the origin and its value
g(0) 2 go is strictly positive. Then, in the QED operating regime, namely A — oo and n

as in (15.1), we have

a.
g .1 —|—0<1>, (15.2)
Vo g h(B) Vn
where
G At (15.3)
9o
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& = \/ﬁ.fl(iﬁ)+0(\/ﬁ)' (15.4)
c. .
L P 1
ho= s l1 h(B)l —l—o(n). (15.5)
d. Define
Jy, & /Oooxz-exp{)\/OwG(u)du—nu:c} dx . (15.6)
Th
. P 1 [B+1 1 157
2 = 32 (11g0)3/2 l h(B) _5] +O<n3/2> : (15.7)

Theorem 15.1 (Performance measures) Under the assumptions of Lemma 15.1, the
performance measures of the M/M/n+G queueing system in the QED regime can be
approximated by:

a. The probability of wait converges to a constant that depends on ( and @:

9o h(B) )
P{W>0} ~ |14 ,/—  ——= 15.8
{ / l V e h(=B) (15:8)
In addition, if A — oo and P{W > 0} — «, with 0 < a < 1, then
A A
no= =4 B3/>+o(VN), (15.9)
1 [t
9o h(é) ]
where a = |1+ ,/—  ——
l \ 1 h(=0)
b. The probability-to-abandon of delayed customers decreases at rate 7:
n
P{AB|V > 0} — 1W/93-@@%-B]+o<1) (15.10)
v\ p vn

NG

The probability to abandon P{Ab} also decreases at rate
by the product of (15.8) with (15.10).

and can be approximated

1
c. The average offered wait of delayed customers decreases at rate 7:
n
BV|V >0 = . @@)BM—<1> (15.11)
= —- . — ol —| . :
Vo aop vn



1
The average offered wait E[V] also decreases at rate — and can be approximated by the

NG
product of (15.8) and (15.11).

d. The average waiting time is of the same order as the average offered wait:
E[W] ~ E[V]; EW|W >0] ~ E[V |V >0]. (15.12)

In addition,

P[Ab | W > 0] ~ P[Ab|V > 0].

e. The ratio between probability to abandon and average wait converges to the (positive)
value of patience density at the origin:

P{Ab}  P{Ab|W >0}
EW] ~ EW[W >0

Jo - (15.13)
. . . 1
f. The average virtual offered wait of reneging customers decreases at rate 7:
n

E[V|Ab] = ;ﬁ \/;O_M [WA;_B —B] +0<\/15> . (15.14)

Assume, in addition, that the average patience time 7 = E[r] < oo and that the patience

time has a continuous density at the origin. Then

1 1 1 A 1
BW[AD) = - G lh(é) —5- 5] +o () , (15.15)

or, in other words,
1
E[W]ADb] ~ 5 E[V|Ab] (n — 00).
Moreover, the following inequality prevails:

1

1 .

h(B) -
In conjunction with ¢ and d, (15.16) implies corresponding asymptotic order relations
between E[W|Ab], E[W|W > 0], E[V|V > 0] and E[V|Ab]. In words, the average offered

< WP -0 < ——s— 3, —0 < f3<oo.  (15.16)

wait of reneging customers exceeds (asymptotically) the average waiting time of delayed
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customers which, in turn, exceeds the average actual wait of reneging customers. (See

also Remark 15.3 below).

g. The asymptotic distribution of wait, or Total Service Factor(TSF), is given by the
product of the right-hand side of (15.8) with

")

i

OB+
}” <¢><é>

1% t
P{> : t>0. (15.17)

E[S] ~ v

h. The probability to abandon, given delay in queue, is asymptotically equal to

ool ) - B b)) oo

i. The average wait, given delay in queue, is asymptotically equal to

E[W‘Ev[vﬂ>\/tﬁ] - \}ﬁ giu [ <ﬁ+t\/%>_ﬁl+o<\}ﬁ>' (15:19)

Parts h and i together imply a generalization of part e:

P{Ab‘w>ﬁ} ~ go, t>0. (15.20)
E[W’W>ﬁ

Remark 15.2 The asymptotic statement (15.13) provides additional support for the
practically observed linear relation between probability-to-abandon and average wait.

(Recall Figure 7.)
Remark 15.3 Figure 28 illustrates the asymptotic relations
E[W]Ab] < E[W|W >0] =~ E[V|V >0] < E[V|Ab],

or, formulating rigorously,

i EA[IV]AD) -1 p B >0 p BAVIV > 0]
A—oo EA[W|W > 0] = Ao Bp[VIV >0 A—oo  EA[V|Ab]

1 1 - N 1 A

The three curves display the coefficients —- [H — ﬁ] ,h(B)—p and ———~—p,

2 Lh(B)—p h(B) =B

which correspond to E[W|Ab], E[V|V > 0] and E[V|Ab], respectively.
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Figure 28: Comparison between wait formulae

5.5
— E(W|Ab)
5R — EVV>0] ]
— E(V|Ab)
45

value of coefficient

beta

Remark 15.4 Figure 29 illustrates the dependence (15.8) between the service grade and
probability the probability of wait, over varying values of the ratio u/go. In addition, we
plotted the curve (7.5) for the Erlang-C queue, which is meaningful for positive [ only.
Note that for large values of 11/go (very patient customers) the Erlang-A curves are close

to the Erlang-C curve.

Figure 29: Asymptotic relations between service grade and delay probability

1

0.9F™
0.8}

o
3

o
o
T

delay probability
o o
'J‘> &)

o
w
:

93 -2 -1 0 1 2 3
service grade
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Remark 15.5 The special case 8 = 0.

Note that when 5 = 0 in (15.1), the staffing level asymptotically corresponds to the
simple rule that does not take into account stochastic considerations: assign the number
of agents equal to the offered load é In Erlang-C, this “naive” approach would lead to
system instability. However, in M/ 1<L/I /n+g (which is a much better fit to the real world

of call centers than Erlang-C) one would get a reasonable-to-good performance level.

Specifically,
P{IV >0} ~ ugE_1 B 1+\1gﬁ’ (15.21)
90 o/ 1
2 1
P{AD} ~ /= ﬁ (15.22)
P {Ab|W >0} ~ fn : i’j , (15.23)
EW] ~ > i (15.24)

™ go + /Ag0

2 1
EW W >0 ~ {/—/—, (15.25)
™\ gopt
W t _ /1
P{> W>0} ~ 2¢<2+t,/i‘;>, t>0. (15.26)

E[S] ~ Vi

For example, if the service rate p is equal to the individual abandonment rate 6, and

B =0, 50% of customers would get service immediately upon arrival. (Check it in Figure
29. Note that for Erlang-C, 50% delay probability corresponds to 5 = 0.5.) This suggests
why some call centers that are managed using simplified deterministic models actually
perform at reasonable service levels. (One obtains the “right answer” from the “wrong
reasons”.)

Note that performance measures (15.21)-(15.26) are functions of the ratio between
the service rate p and the patience density at zero gy (after dividing the average wait in

(15.24)-(15.25) by the average service time).

Remark 15.6 Formula (15.8) generalizes the statement for the Erlang-A queue (expo-

nential patience), derived in Garnett et al. [29]. Namely,
P{W >0} ~ w (—5, \/M/e) , (15.27)
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where

h(—ay)] " s
mmﬂ M) = T

and 0 is the abandonment rate (parameter of the exponential patience). Straightforward

w@wzzb+

calculations reveal the equivalence between formulae (15.27) and (15.8), if we substitute
go instead of € to (15.27). (Note that € is indeed the density of exp(f) at the origin.)
Approximations for other performance measures (for example, the probability to aban-
don and average wait) were also derived in [29]. However, they do not coincide exactly
with our approximations. The reason is that in Theorem 15.1 the lead asymptotic term is
always presented explicitly with respect to n or A. On the other hand, the approximation
formulae in [29] do not display the lead term. For example, the [29] analogue to our

formula (15.10) is as follows:

P{Ab|V >0} =~ huﬂﬂ;@) :
h(By/1/0 + 0/ (np))

15.1.2 Patience distribution with density vanishing near the origin

Lemma 15.2 (Building blocks) Assume that the density of patience time at the origin
go = 0; that the first (k — 1) derivatives vanish as well: ¢®(0) =0, 1 <i <k — 1, and
that the k-th derivative is positive: ¢®)(0) £ gor > 0.

For 5 # 0 (positive or negative) let the QED staffing level be

A )
n=M+ﬁ¢u+d¢®. (15.28)

If 3 =0 let

n= 2 +o0(X°), (15.29)

1
for some s < ——.

k+2
The asymptotic expression for £ coincides with (15.4) for all the theorems of Section
15. The approximations for J and .J; are given by the following formulae:

a. If >0

1 Agok 1
/= ny — A B (ﬁ‘ /)\M)k:—l-?) +o <)\(k+1)/2) ) (1530)
_ 1 (k+3) - Agow 1
A= (np — \)? B (B/Apn)kt4 (W) (15.31)
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b. If =0

1 [(k+2)]Y* ™ 1 1
= : T (—— 15.32
! = l Agor ] <k:+2> *O(»/w)) ’ (15.52)
1 (k4207 2 1
= : T(—— . 15.
= l Aok ] <k+2>+0()\2/<k+2)) (15.33)
c. Ifg<0
k+1 [(k+ 1)
J ~ : (O — ) /(D)
eXp{kr—l—Q [ Agor: ] (A= np)
V21k! - (Agoe) TV (k4 DI\ — np)) M/ R+ (15.34)
. L ! 1/(k+1)
T~ ( Btk + )> J. (15.35)
JorVA

Remark 15.7 Expression (15.34) increases exponentially due to the (A — ny)#+2)/(k+1)

term in the exponent.

Theorem 15.2 (Performance measures) Under the assumptions of Lemma 15.2, the

performance measures of M/M/n+G are approximated by:

a. Probability of wait.
If B > 0, the probability of wait coincides (asymptotically) with the Erlang-C approxi-
mation (7.5):

P{W > 0} ~ [1 + h(fﬁ)] . (15.36)

If 8 =0, the probability to get service immediately converges to zero at rate ————-=:
nk/(2k+4)

1 T k42 Jok k+2 1
P{W =0} = R e . [ 1 +0<> . (15.37)
nk/(2k+4) 2 T (k}r2> ,uk“(k + 2)! nk/(2k+4)

If (8 < 0, the probability to get service immediately decreases to zero at an exponential

k41 [(k+ 1)
P{W =0} =~ exp {_k+ 5 [( /\g()k) 1 c (A = ) B2/ (D)

rate:
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gl/(2k+2) (= Bk + 1))/ k)

) Ok
Nk/ (A4 .y (k+2)/ (4k+4) /o7 - h(—03) ' (15.38)
b. Probability to abandon.
ftp>0
P{AB[V >0} = — L .o —|—0< ! ) (15.39)
ntD/2 " (3R nkt02 ) :
Ifs=0
1
1 k+2 Yok B ( 1 )
P{Ab|V >0} = . : ———— ] . (15.40
{Ab|V > 0} nE+D/(k+2) " (ﬁz) [MkJrl(k I 2)!] +o0 n(k+1)/(k+2) ( )
fp<0
P{Ab|V >0} = oL (15.41)
v T\ '
c. Average offered waiting time.
If B > 0, the average offered wait is given by the Erlang-C approximation (7.6):
1
EVIV>0 ~ ——. 15.42
VIV~ (15.42)
Ifs=0
1
1 T () [(k+2)!]k+2 1
E[V |V >0 = - : +0(>. 15.43
[ | ] nl/(k+2) T (ﬁg) UGor nl/(k+2) ( )
Ifp<0
/(k+1)
1 —Bk+ 17" 1
d. Average waiting time.
E[W] ~ E[V]; EW|W >0] ~ E[V |V >0]. (15.45)

Remark 15.8 The value —3/y/n in formula (15.41) is the minimal reneging rate that is
required to avoid queue explosion. Indeed, one can check that —3/+/n is asymptotically

equivalent to the “fluid limit” of the probability-to-abandon [29] 1 —1/p, given n — oo.
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Example. Phase-type patience times. An important special case of distributions,
described in Theorem 15.2, is phase-type (see Asmussen [2] or Issaev [38]). Here we study
the behavior of the phase-type density near zero, which is essential if one is to apply
Theorem 15.2.

Definition. Consider a continuous-time Markov process {X = X;, t > 0} with a finite
state-space {1,2,...,k, A}, where 1,2,... k are transient states and A is the absorbing
state. The distribution of X is characterized by:

e [nitial distribution ¢ = (q1,...,qx), where ¢; = P{Xo =i}, 1 <i < k (the process

cannot start from the absorbing state).

e Phase-type generator R, a k X k matrix of transition rates between the transient

k
states. We know that Ry, < 0, Ry; > 0 for k # 7, and ZRM <0.

=1

o Absorbtion intensities ¥ = (rq,...,r)’. Overall, the generator of X can be written
as
R T
©= (o,...,o 0) ’
where every row in @ sums up to zero: ¥ = —R - 1.
Let

T £ inf{t>0: X(t)=A}
denote the absorbtion time. Then Fr(t) = P {T < t} is a phase-type distribution with

parameters (¢, R).

The cumulative distribution function of the phase-type distribution with parameters
(q, R) is,
Fr(t) =1— gexp{Rt}1,
and it has a density
fr(t) = gexp{Rt}r. (15.46)
In order to apply Theorem 15.2, we must calculate the density at the origin and its

derivatives. From (15.46), the density at the origin is



and its n-th derivative (for convenience, we denote also f}o)(t) S 0)
M) = gRr". (15.47)

Theorem 15.3 (Phase-Type patience) Represent the transient states of the under-
lying Markov process of a phase-type distribution by a directed graph. Two states j and
k are connected if and only if R;; > 0. For any initial state j (¢; > 0), let L; denote the
number of states in a minimal path that connects j with the absorbing state A. Define

L2 min L; (15.48)

(For example, L = n for the Erlang distribution with n phases and L = 1 for the hyper-
exponential distribution.)

Then f{*77(0) > 0. Moreover, if L > 2, then f{)(0)=0for 0<i<L—2. W

Now Theorem 15.3 and formula (15.47) enable us to apply Theorem 15.2 to phase-type

distributions.

15.1.3 Delayed distribution of patience

Lemma 15.3 (Building blocks) Assume that the density of patience time vanishes
over the interval [0, ¢], for some ¢ > 0. (That means that all customers are willing to wait
at least ¢.) Take ¢ to be maximal in the sense that the density of patience time is positive

at ¢: g. > 0. For § # 0 (both negative and positive) consider the staffing level

n:A+ﬁ\/X+O(\/X).
1% 1%

For 6 =0 let
n=—+a, —00 < a<00. (15.49)

a. If >0




If g=0anda#0

1
~ — (1 —=e 1), 15.52
J T (1 — e Ha) (15.52)
If =0anda=0
J ~ c. (15.53)
If 6<0
ecA—np) 1 1
J ~ : +— . (15.54)
VA BV h(B:)\/9e
b. If >0
1 1 1
J = - — —. 15.55
! A PP o </\> ( )
If g=0anda#0
1 ceHac
Jp o~ (1 —erae 15.56
1 12a? ( ) ja ( )
If 6=0anda=0
2
o~ S (15.57)
2
If 6<0
ceCA—nH) 1 1
Jp o~ . + — . (15.58)
VA { oz h(ﬁc)@}

Remark 15.9 In the case § = 0, performance measures are very sensitive to the remain-

ing term n — A/u . Therefore, in (15.49) this term is asymptotically small in comparison

to o(v/A) in the other cases.

Theorem 15.4 (Performance measures) Under the assumptions of Lemma 15.3, the
performance measures of the M/M/n+G system with delayed patience distribution are

approximated by:

a. Probability of wait.
If 8> 0, the asymptotic probability of wait coincides with the Erlang-C approximation
(7.5) (or (15.36)):

P{W >0} ~ [1 + h(fﬁ)]_l . (15.59)
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If 6=0anda+#0
1 [ a 1
P{WZO}:W 21—CW+O<\/H>

If =0anda=0
1 7 1 1
{W =0} R ,uc+0<\/ﬁ>

1

P{W =0} ~ ecO-mm . MOVE

BE T hBova:

If <0

b. Probability to abandon.
tp>0

e—c(nu—/\)

P{Ab|W >0} ~ \/X'{B‘/__zfﬁzu}'

(Be)v/9e
fg=0anda#0
—pac
P{Ab|IW > 0} = ;aem(l) .

1 — e—pac n

fg=0and a=0

P{AB[IW > 0} — i:ﬁo(i) |
Ifp<0
— 1
P{Ab|W > 0} = 5 +o0 (n) :
(See Remark 15.8 on page 118.)
c. Average offered waiting time.
If3>0
1 1 1
(Erlang-C approximation).
If3=0anda#0
1 ce~Hac

fpg=0and a=0

(15.60)

(15.61)

(15.62)

(15.63)

(15.64)

(15.65)

(15.66)

(15.67)

(15.68)

(15.69)



If3<0
E[V] ~ EV |V >0 ~ c. (15.70)

d. Average waiting time.
E[W] ~ E[V]; EW|W >0] ~ E[V |V >0]. (15.71)

Remark 15.10 Formulae (15.68)-(15.71) imply that, for 5 < 0, average wait (both of-
fered and actual) converges to positive constants. That distinguishes the case of delayed

distributions from Theorems 15.1 and 15.2, where E[W] converged to zero.
The important case of deterministic patience times gives rise to similar statements:

Theorem 15.5 (Deterministic patience) Assume that patience time is deterministic

and equal to ¢ > 0.

a. Probability of wait.

It 6>0:
3 —1
P{W >0} ~ |1+ . 15.72
W) ~ |1y 1)
If =0anda#0
1 T a 1
P{W =0} = = 2.W+o<ﬁ>. (15.73)
If =0anda=0
1 « 1 1
PfwW—o} — .7 1 , 15.74
W0 = gL ) (15.74)
If <0
PAW = 0} ~ e—c-m . P 15.75
{W =0} e (15.75)
b. Probability to abandon.
fp>0
PLAB|I > 0} ~ 15.76
>0} ~ ——— . .
{AD| ¥ 7 BV (15.76)
Ifg=0anda#0
P{AB[IV >0} — ~. 2" (1) (15.77)
T on 1 T O\ ) '
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Ifg=0anda=0

1 1 1
P{ABW >0} = —- — +0 () . (15.78)
n uc n
If5<0
P{Ab|W >0} = S (15.79)
= ) i) :
c. Average offered waiting time.
If3>0
E[V |V > 0] ! 1+ <1> (15.80)
= — - —+4o|—]. :
Vv Bu vn
Ifg=0anda#0
BV |V >0 ~ —— "™ (15.81)
pa 1 — e rac’ '
Ifg=0and a=0
E[V |V >0 ~ g (15.82)
Ifp<0
E[V] ~ E[V |V >0 ~ c. (15.83)
d. Average waiting time.
E[W] ~ E[V]; EW|W >0] ~ E[V |V >0]. (15.84)

15.1.4 Patience with balking

Lemma 15.4 (Building blocks) Consider the QED operational regime

n:Aw\FH(ﬁ), A — 00.
1% 1%

Assume that the patience-time distribution has an atom at zero. In other words, if
wait is encountered, customers abandon immediately with probability P{Blk} > 0, or
G(0) = 1 — P{BIk}. Assume, in addition, that the survival function G is differential
at the origin: G’(0) = —go. (Here gy is the right-side derivative of the patience-time
distribution function at the origin.) Then

a.

1 Jo 1
S = N PBIG + p—n) A P{BIkp </\2> ' (15.85)
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| |
N A 15.
= g O <n2) (15.86)

Theorem 15.6 (Performance measures) Under the assumptions of Lemma 15.4, the
performance measures of the M/M/n+G queueing system in the QED regime can be
approximated by:

1
a. Probability to encounter queue decreases at rate —:

N4
Loaes) (1
P{V>0} ~ —- — | . 15.87
=0~ 5 P{Blk}+0<\/ﬁ> (15.87)
1
Probability of wait decreases at rate —:
Vn
1 (1—=P{BIk})-h(-p) 1
PIW >0} ~ —- — | . 15.88
{ b~ P{BIk} AW (15.88)
b. Conditional probability to abandon P{Ab|V > 0} converges to the balking probability:
P{AB[V > 0} = P{BI} 4~ — %, (1) (15.89)
B n u-P{Blk} n/) '
1
Conditional probability to abandon P{Ab|IW > 0} decreases at rate e
P{AB[IV > 0} — ~ 2l + (1) (15.90)
= u-P{BIK - (1—P{BIY)  “\n/- '
1
The unconditional probability to abandon decreases at rate 7:
n
P{Ab} = —— h(—B)+o(—= (15.91)
= 7 7)) :
s . 1
c. Conditional average offered wait E[V|V > 0] decreases at rate e
1 1 1
E - . _4o(). 15.92
VIV>o = - M.P{Blk}—l—o(n) (15.92)
The average offered wait decreases at rate 7
n
) 1
E = : —= ] - 15.
V] n32 " 1. P{BIk}? to (n3/2) (15.93)
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d. Conditional average waiting time E[W|W > 0] decreases at rate —:

n
BV|W >0 = 4 (1) (15.94)

~ n p-p{Bk}  \n/- ‘

The average wait E[IV] decreases at rate =7
n
1 (1—P{BIk})-h(-p5) < 1 )

E = . —= ] - 15.

(W] 32 11 - P{BIk}? Tol s (15.95)

Remark 15.11 Consider two events:

e {V > 0}, which means that “a customer did not get service immediately”;

e {W > 0}, which means “positive actual wait”.

In fact, {W > 0} is equivalent to {V > 0,7 > 0}.
In Theorems 15.1-15.5, we did not distinguish between {V > 0} and {W > 0} since
P{r = 0} = 0. However, in the cases with balking we must be careful, calculating

conditional probabilities like (15.89) and (15.90).

Remark 15.12 In contrast to Theorem 15.1, probabilities of wait (both P{W > 0} and

P{V > 0}) decrease at rate O (\/1% . If the balking probability P{Blk} = 1, (15.87)
is equivalent to Jagerman’s [44] QED result for M/M/n/n (Erlang-B), cited in (7.8). In
addition, (15.91) demonstrates that the M/M/n+G queue with any positive fraction of
balking implies, in the QED regime, the same fraction of lost customers as in M/M/n/n.
In this sense, Balking turns out to be equivalent to Blocking.

Formula (15.89) provides insight into this striking similarity. We observe that in the
M/M/n+G queue with balking, the fraction of customers that abandon after positive wait
is negligible (the second term of (15.89)), which makes it similar to Erlang-B, where all
lost customers abandon immediately.

Note that, given positive offered wait, a fixed proportion of customers abandon, and
the system is similar to M/M/n+G in the quality-driven regime (fixed p). This is the
reason why the second term of (15.89) and formula (15.92) will have counterparts in the

quality-driven results (16.7) and (16.8) later on.
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15.1.5 Patience with scaled balking

Below we treat a special case of M/M/n+G which, in practical terms, corresponds to

small yet non-negligible balking.

Lemma 15.5 (Building blocks) Assume that the patience distribution depends on the

system size n. Specifically, let the balking probability P,{Blk} = &, for some p, > 0.

vn
Assume that the derivative of the survival function G,, at the origin is independent of the
system size: G’ (0) = —go. Then

a.

1 1 1 1
] = e w0 —l—o(\/ﬁ) , (15.96)
where
B2 (ﬂ+pb)~ﬁ. (15.97)
b. B
1 1
B [1 - h(é)l +o (n) . (15.98)

Theorem 15.7 (Performance measures) Under the assumptions of Lemma 15.5, the
performance measures of the M/M/n+G queueing system in the QED regime can be

approximated by:

a. The probability of delay and positive offered wait converge to a constant that depends

on 3, py and %o,
i

A4l
g0 h(B) ]
P{V >0} ~P{W>0} ~ |1+ ,/&=  —— ) 15.99
{}{}l\/:fw—ﬂ) 1599
where (3 is defined by formula (15.97).
1
b. Conditional probabilities to abandon decrease at rate ﬁ:
P{Ab|V >0} = L l\/% h(3) — ﬁ] +0 <1> (15.100)
vno [\ u vn) '
PLADIW > 0} = ——- /% [n(3) ~ 3] + o <1> (15.101)
v\ vn
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1
The unconditional probability to abandon P{Ab} also decreases at rate — and can be

vn
approximated by the product of (15.100) and (15.99).

1
c. Conditional average offered wait E[V'|V > 0] decreases at rate —:

vn

E[V|V > 0] = ;ﬁ : ;OM h(B) = 8] + o (%) . (15.102)

1
The average offered wait E[V] also decreases at rate — and can be approximated by the

NG
product of (15.102) and (15.99).

d. The average waiting time is equivalent to the average offered wait:

E[W] ~ E[V]; E[W|W >0 ~ E[V|V >0 (15.103)

e. The ratio between the probability to abandon of delayed customers and average wait

of delayed customers converges to the value of the patience density at the origin:

P{Ab|W > 0}

. 15.104
Eww >0 % ( )

Remark 15.13 Under scaled balking, we observe a clear similarity with the main case
described in Theorem 15.1 (positive patience density at the origin). Some results (formulae
(15.99), (15.100) and (15.102)) have exact counterparts in Theorem 15.1: the service grade
G should be replaced by (G + p,). We also derived the linear relation (15.104), although

this result does not prevail for the corresponding unconditional performance measures.

15.2 Numerical experiments

We proceed with analyzing the quality of the approximations, derived in Theorems 15.1,
15.2 and 15.4. Four patience distributions are chosen for the following analysis, all with

their means equal to 2:
e Uniform distribution on [0,4]: illustrates Theorem 15.1 with gy = 0.25;

e Hyperexponential distribution (mixture of two exponentials, with means 1 and 3

respectively): conforms to Theorem 15.1 with gy = 2/3;
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e [rlang (Gamma) distributions, two exponential phases, each with the mean equal

to 1: Theorem 15.2 with £k =1 and gg; = 1;

e Delayed exponential distribution equal to 1 4+ exp(mean=1): Theorem 15.4, with

c=1and g.= 1.

We consider seven values of the service grade 3 that vary from -1.5 to 1.5 in step
0.5. For each value of the service grade we perform the following experiment. M/M /n+G
queues with the service rate = 1 are considered. Arrival rate ) increases from 20 to 1000
with a varying step (44 values of A overall). The number of agents n increases according

to the QED staffing rule:
n = l + 4 ] (15.105)

where, as usual, the square brackets in (15.105) denote the nearest integer value.

Then, for each M/M/n+G queue in consideration, exact (Baccelli and Hebuterne [3])
and approximate calculations are performed. The results are presented by four graphs for
each service grade. The first graph presents a scatterplot of the probability to abandon
against average wait. The other three plots show three different performance character-
istics, as they change with the arrival rate: the average wait, the probability to abandon
of delayed customers and the probability of wait. Solid lines are for approximations, and
x’s are for exact values.

Below we continue with presentations of seven special cases and finish with some

general conclusions.

Example 1 (Figure 30): 3 = 0. A very good fit between approximations and exact
values is observed for A > 100 (and the fit is reasonable even for small arrival rates
starting with A = 20). Note the straight-line curves for the first two distributions in the
first plot. (The two distributions with gy = 0 give rise to non-linear curves.) The average
wait for the Erlang distribution drops slower than in the main case (n='/% vs. 1/y/n)
and the conditional probability to abandon decreases faster (n=%/3 vs. 1/y/n). In the
last case (delayed exponential), the probability to abandon decreases at rate 1/n and the
average wait converges to a constant ¢/2 (30 seconds). The last plot demonstrates that

the probability of wait rapidly converges to a constant in the main case. In the Erlang-
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distribution case, it converges to one very slowly (P{W=0} ~ n~'/%), and, finally, for the

delayed distribution P{W=0} ~ n~'/2,

Figure 30: Service grade 3 = 0, performance measures and approximations
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Example 2 (Figure 31): 8 = 0.5. The approximations for the first two distributions

are excellent again. The slopes of the two corresponding curves in the first plot remain

the same as in Figure 30: 0.25 and 2/3, respectively. Note that, in contrast to Figure 30,

the difference between exact values and approximations does not decrease monotonically
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P(Ab|W>0)

on A. That is due to approximation of the QED staffing level in (15.105) by the nearest

integer value.

The delayed exponential distribution also demonstrates very good fit: the average

wait and the probability of wait are very close to the Erlang-C approximation, and the

probability to abandon decreases exponentially.

Figure 31: Service grade 3 = 0.5, performance measures and approximations
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However, quality of approximations for the Erlang distribution is not so good (in fact,

the worst one among all special cases considered in this subsection). Approximations

for the average wait and the probability of wait coincide with Erlang-C formulae (and,

therefore, with the approximation for delayed exponential). The fit of P{W > 0} is not
bad at all. However, the fit of E[W] is less good and the fit of P{Ab|W > 0} is the worst

of all. The reason seems to be unstableness of approximation (15.39) for small positive

service grades [3.

Figure 32: Service grade 3 = 1, performance measures and approximations
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Example 3 (Figure 32): 8 = 1. Now the approximations for the Erlang distribution
are much better than in Figure 31. In particular, the fit of P{Ab|WW > 0} graph is

reasonable for small values of A and good for large values. (Recall from formula (15.39)

that conditional probability to abandon decreases at rate 1/n.) In the delayed exponential

case, the probability to abandon is negligible for all values of .

Figure 33: Service grade 8 = 1.5, performance measures and approximations
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Example 4 (Figure 33): B = 1.5. The curves are similar to the curves in Figure 32.
Note that the relative difference between the probability-of-wait approximations decreases
significantly while we proceed from Figure 31 to Figure 33. In fact, it is easy to show
from properties of the normal hazard (Section 10) that approximation (15.8) is equivalent

to the Erlang-C approximation (7.5) given § — oc.

. . 0

Figure 34: Service grade 3 = —0.5, performance measures and approximations
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Example 5 (Figure 34): 8 = —0.5. The fit for the first two distributions (g > 0) is

fine. The approximation for P{Ab|W > 0} coincides for the last two distributions with

go = 0. (See Remark 15.8.) The average wait decreases at rate n~'/4 for the Erlang

patience and converges to delay time in the delayed exponential case. Finally, in the

last two cases probability of wait converges to one exponentially (but with very different

rates).
Figure 35: Service grade B8 = —1, performance measures and approximations
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Example 6 (Figure 35): 3 = —1. Here we encounter two interesting phenomena.
First, the conditional probabilities to abandon start to be very similar for the four distri-
butions and close to —3/y/n. (Recall formula (15.10) and take into account that h(3) is
small for large negative (3.)

Another interesting phenomenon is observed in the last plot: P{W > 0} curve for

exponential mixture is relatively far from the uniform one. To explain it, note that for

large negative (3

o . B 5
=0y~ EIC o 0

w h(
go . _h(B) —3)’
L5 i (=F)
recall that the normal hazard h(-) decreases rapidly for large negative B, and that the

absolute value of 3 is larger for the uniform distribution. (Recall definition (15.3).)

Example 7 (Figure 36): 8 = —1.5. The tendencies observed in the previous fig-
ure (e.g. —(3/+/n limit for the probabilities to abandon) are even more striking at this
plot. Note also that the average wait approximation for the delayed exponential seems to

underestimate the exact values for small and moderate loads.

General Conclusions.

e Overall, the QED approximations are very good even for moderate staffing lev-
els. Below (Subsections 16.2 and 17.2) we compare them with the quality-driven
and the efficiency-driven approximations observing that, in most cases, the QED

approximations are preferable.

e In the main case (g9 > 0), the linear P{Ab} / E[W] relation is confirmed for all

values of the service grade.

e For relatively large positive 3 we observe convergence to the Erlang-C asymptotic

formulae for the average wait and the probability of wait.

e For relatively large negative 3 the probability to abandon converges to —(3/+/n for

all distributions in consideration. (Recall Remark 15.8 after Theorem 15.2.)
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Figure 36: Service grade 8 = —1.5, performance measures and approximations
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15.3 Proofs of the QED results

Proof of Lemma 15.1.

a. First, we present the proof for the case when the QED staffing rule prevails exactly:

n="408/%. (15.106)
1 1

137



At the end of the proof of a, we show how to generalize it, in order to accommodate
(15.1).

Define
ha(z) 2 x[Aé - A}d. 15.107
A@) 2 [T NG = 1) = 8y2n du (15.107)
Then, under the staffing (15.106)

J = /0 ~ exp{ha(x)}dz . (15.108)

The proof uses the Taylor expansion of G near the origin: G(u) ~ 1— gou, approximating

J by
oo Agox?
= —0\/ A\pux — dx .
Ja /0 exp{ B/ Az 5 } T

It is well-known (see, for example, de Bruijn [20], page 65) that Ve > 0 36 > 0 such that

|G(u) — 1+ go-u| <eu forue0,d]. (15.109)
(Recall that G(0) = 1, G'(0) = —go). Then
—gou—eu < G(u) —1 < —gou+eu, u€l0,d].
The integrand (15.107) is bounded by
(90 +Xu =By < MGu) = 1) = By < —(g0 — )hu = By

for u € [0,0]. Integrating twice the above inequalities we get

/Oéexp{_ﬁ\/mx_W}dx < /Oéexp{h,\(x)}dx (15.110)
< /anxp{—ﬁ\/)\}ux—)\(goge)ﬁ}dx.

Now we need to construct a bound for [5° exp{h,(z)}dx, showing that, given A — oo, the
asymptotic behavior of [5°exp{h,(x)}dzr depends only on the values of hy(x) near the
origin.

Since gy > 0, the patience survival function G is strictly decreasing at the origin. Take

1+G(6/2)
-

A

a 21 > 0. (15.111)
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Then, for A large enough,

In other words,

= o(e™). (15.112)

‘/anxp{hx(x)}dx—/Oooexp{hA(x)}d:U

Using identical arguments, the same relation between f(f and [5° can be derived for
the two other integrals from (15.110).

Now, transforming expressions in (15.110), we get

/o
32 o —A(go+€) [T+ f(go ) »
exp{2(goi€)}-/0 exp L i ] dr + 0(6 A)

< [ e {m)}de

2
By/An
c o 52M ' /oo o —/\<90 - 6) [l' + A(go—e)} dr + o (6_,,)\)
= o 2(go — €) o P 2 '

Calculating integrals:

eXp{Q(giQie)} \/)\go—i-e (ﬁ\/x( )*O
< J< eXp{ go_e} Vo =9 <ﬁ,/ g0_€> e

If A is large enough,

R R bl R \/go+e> <7
[ 2w /
s (49 Ago — €) exp{ 90—6} < go—€>
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Now using the definition (10.1) of the normal hazard rate h(z)

1
J < (1+e€)

1
(1—¢) Mgo +€) b (5 go+e> B (go — €) <5 — 6)

Since € is arbitrary, and

A~ np (A, n — o0)
in the QED regime, we get the statement (15.2).

Finally, assume that the QED staffing rule prevails asymptotically in the sense of (15.1).
Then Ve > 0, for large A we have

A+<1—€>ﬁ\f << A+<1+€>5ﬁ
7 7 T 7

/ exp{/o { ()—(/\+(1+€)6\/)\7¢)]du}dx <J
< /Oooexp{/o [)\G() (A—i—(l—é)ﬁ@)]du}dm.

Now we can proceed with the proof above for the exact QED staffing and get the same

and

statement using that € is arbitrary.

Remark 15.14 The following three main ideas, that are part of the so-called Laplace
method (see de Bruijn [20]), were applied in the proof above:

e Using the Taylor expansion near the origin, we approximated

Jo 2 /anxp{h,\(x)}dx

78 é/exp{ }

Specifically, we have shown that Ve > 0 30 > 0 such that

by

0 Jé
l—€¢ < liminf — < limsup— < 1+e.
A—00 JA A—00 JA

e [Fxponential bounds for [{° integrals were developed. This enabled us to prove that

J ~ Jy, given A — oo.
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e In the end, we explained how to replace the exact staffing (15.106) by the asymptotic
staffing (15.1).

These three steps will be used repeatedly in the other proofs of Part IV. In case the proofs

are very similar to a, we shall omit details and simply refer to the “Laplace method”.

b. In the QED regime,
A A
o0 ARV
E = / e—t<1+”> \f dt .
0 A
Changing variables: (t = Az, v = £), we get

) Ay
Sz)\/ 1+ux“[dx
0

_ A/Oooexp{—/\x—l— <2+5\/§—1> ln(l—l—,ux)}dx. (15.113)

It is well known that
1222
In(1 + px) = px — 5 + O(2%), x—0, (15.114)

Substitute into formula (15.113) the first two terms of the Taylor expansion (15.114):

/\./Oooexp{—)\x+ <2+5\/§—1> ( sz2>}dx

_ o0 Az B3zt pla?
= )\-/O exp{ﬁ\/)\u-x—2—pm— 5 + 5 dz
AV S

_ (5\/m_l~b)2 & ,\um\/ﬁ 2
= A.exp{)\ﬂ‘i‘ﬁ\/)\_/f’—MQ}./O exp —()\,u—l—ﬁ\/)\u?’—ﬁ) 5

1>

&a

Nexp{ﬂ?}.w L VAVl
2 At OV =\ N+ By — 2

27\ 32 vn
~ s eXp{Q} d(B) ~ H=8)"

The Laplace argument, based on the Taylor expansion, ensures that & ~ &4, given

A — 00. Here we provide a sketch of this argument. First, note that Ve >0 46 > 0 such

that,
2 2
<u2€>x, 0<a<s.

(1? + €)x?

5 <In(1+ pzx) < px —

pr —
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These inequalities enable approximations for f(f (see Remark 15.14). Then we set ezpo-

nential bounds o(e="*)

Vo > 0 Ja < 1 such that if 2 > ¢ then In(1 + pux) < apx.

for [{° integrals. Specifically, for the integral (15.113) use that

Then, lower and upper bounds for expression (15.113) are equal to

A/ exp{ )\x+< +6\f—1>< “ZE) )}da:—i—o(e_”’\), V>0,
)\/Oooexp{—/\:c—i-(;\—i—ﬁ\/i—l) (ux—W)}dx+0(e_”)‘), V0.

Finally, we use that € is arbitrary, completing the proof of (15.4).

and

c. In the QED regime,

J = /Ooox ~exp{hy(z)}dzr = /OOO:E - exp {/OI [/\(@(u) -1)-p )\u] du} dx .

Straightforward calculations imply that

Jia E /Dooaj.exp{—xﬁ\/)\i—)\g;ﬁ}dx = L_ﬁ 27r,uexp{ﬁ2,u} [1—@(5 u)]

I S PR e
- l1 h(B)]+ (n> (15.115)

Asymptotic equivalence between J; and J;4 is demonstrated via the Laplace argument,

using inequality (15.109). Approximation for f(f integrals is proved very similarly to a.

Consider the second part of the argument, exponential bounds for the [5° integrals above:

/:’x -exp{ha(z)}dz < /:ox $ €Xp {—M (“” - g) B gﬁ\/m} dI

(v was defined in (15.111)).
0 0 o —adx
= exp {a)\Q — 26\/)%} . /5 xe dx

- exp{ A—ﬁ\f} l e | (alA)ZeW] = o(e™), v>0. (15.116)

The tail part of the J;4 integral,

/;OZC - exp {—xﬂﬁ— )\g;m2}dx,
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can be treated as a special case of J (linear survival function near zero).

d. First, calculate the integral

oo Aanx2 ﬁz 00 —/\go (Z"Fﬁ\/E)Z
Joa 2 / .IQGXP{—ﬁ\/)\»/ﬂL’— % }dl’ = exp{#}'/ IQGXP e
0 2 0 2

(changing variables)

G2 o0 Y
{2} L2

and, after exact calculations,

- <A502>_§/2< i )[1‘ (ﬂﬂ] eXp{2go} B <Agi>3/2'ﬁ "

B
— (npgo)?/? [ h(3) ﬁ] * (n3/2> '

The last equality follows from the definition of 3 and A ~ npu (A, n — 0).

Finally, in the same way as in a and c, we can validate the approximation of

Jy = /OOO z? - exp {)\/0:C G (u)du — nux} dx

00 Agox?
Joa :/0 x2-exp{—ﬁ\/)\;w— gg }dm

Proof of Theorem 15.1.

a. Formula (6.78), Lemma 15.1, parts a and b, and the equivalence A ~ nu (n — 00),

imply that
Vv ~ -1
P{W >0} = Mo HONT = ll % _Mb) 1
E+ AN A v h(—
+ TONTREIE) po h(=p)

Now we must prove the opposite direction: if the probability of wait converges to a

constant, then QED staffing prevails. The probability-of-wait function
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is monotonically decreasing in (3. Hence, the inverse function Pg;}#(a), 0 <a<l,is
well-defined.
Assume that
Pin,{W >0} —a, 0<a<l, (15.117)

and take 3 = Pg_o}u(a). We want to show that for all ¢ > 0 and A large enough,

2+(5_6) 2 < ny < 2—}—(ﬁ+e)\/§. (15.118)

Consider the staffing levels

According to (15.8),

Py {W >0} — Py u(B—¢€) = a+db, 06 >0,
and

Py {W >0} — Pyu(B+e) = a—d, & >0
Therefore, for A large enough,

J J
Py {W >0} >a—|—51 and Py 2 {W > 0} <a—§2.

We know that P{I/ > 0} is monotonically decreasing in the staffing level n. This fact
and (15.117) imply that for A large enough n} < ny < n3, which proves (15.118).

b. Note that the definition of the QED regime implies

A —np=—Fy A+ o(VA).
Applying the above to formula (6.81) and using the approximation for J from Lemma
15.1, we get the expression for the conditional probability to abandon.
c. Direct consequence of (6.84).
d. We must prove that

lim E\W] =
oo Ex[V] 7
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where the performance measures are indexed by the arrival rate in the QED regime.
Recall that W = min(V, 1), where V' and 7 are independent.
It can be derived from the proof of Lemma 15.1 (Part ¢) that, V6 > 0,

lim Ex[V;V >46]  [57 ous(z)da
Ax—oo Bz [V] S aua(z)de

—~0. (15.119)

(Specifically, formula (15.116) shows that an exponential bound is available for [5°.)

Now,

lim EA\[V;V > 7]
a4
(E,\[V;V > 77 > 0] N EAV;V > 77 < 5])
Ex[V] E\[V]
. E\[V;T <]
< S
= E\[V]

= lim

A—00

(15.120)
= P{r <d}.

The first term of (15.120) converges to zero due to (15.119). The last equality follows from
the independence between V' and 7. The probability P{r < §} can be made arbitrarily

small, since 7 has no mass at zero. Hence,

. . <
lim ViV > 7] =0 and lim w

—_ =1. 15.121
s Ep[V] A T RV (15.121)

Now,

Ex[W] = Ex[min(V;7)] = E\[V;V < 7|+ E)[r;7 < V] ~ EA\[V].

The other two statements of d follow from P{WW > 0} ~ P{V > 0}.
e. Follows from b, ¢ and d.

f. Use formula (6.87) from Background and the QED asymptotics for J and J;:

E[V | Ab] — %‘_Z’ﬁ)ﬁ ii]
- —Bu/nJi +J
—Buy/nd +1
L (Be) (= B/ + 1/ ()
vn 1—3/h(B)
1 1 1

ﬁ'@[h(ﬂ“)—ﬁ_@}'
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Now we shall prove formula (15.15). Note that

E[W|Ab] = E[r|r < V] = E[ITD{TAZ}V] _ f(?OE[T;PT{be}]v(x)dx
_ I o) (Jg tdG (1)) da
P{Ab} ’

where v(z) is the density of the offered wait (recall formula (6.26)).
Due to continuity of the patience density at the origin, Ve > 0 39 > 0 such that the
density exists in [0, d] and gy — € < g(t) < go + ¢, for t € [0, d]. Then, for z € [0, J],
:L‘Z T T 5(32
Sw-o < [ o) = [Te@d < T+,
2 0 0 2
Since [; tdG(t) is bounded by T we can construct an exponential bound for [°v(x) ([ tdG(t)) dx

in the spirit of Lemma 15.1, part c¢. Then, based on the Laplace method, we deduce that

/OOO v(x) (/OI th(t)> dx ~ % /OOO zv(x)dx (A, n — 00),

and
9o go A
2P{Ab} 2P{Ab} E+\J

From part d of Lemma 15.1 we observe that the numerator of (15.122) is equal to
1 1+ 62 4 1

>\90J2 = : [ = —514—0() .

Vikgo | h(3) Vv

For the denominator of (15.122)

OP{AD} - (E+AJ) = 2(1+ (A —np)J) ~ 2(1 — Buy/nJ) ~ 2.<1_ B )

Dividing the numerator of (15.122) by the denominator:

11 1w p-sg) (L
S A e i )

1 1

B ﬁ'Wgo—u'[h(B)l—B_ﬁ]“(;ﬁ)'

Finally, we prove inequalities (15.16). The right one is a consequence of (10.2) and (10.5).

The left inequality is equivalent to



or

2h?(x) — 3zh(z) + 2> -1 > 0,

which follows from convexity of h and formula (10.3).

g. From formula (6.26) for the density of the virtual offered wait it follows that

- o) - sl uoin

B . . (15.123)

Then using the Laplace method we show that the last expression is equivalent to

2 2
o0 Agoz? {ﬁ M}/OO { Agoy }d
B — dr  ©XD t _exp {— y
/t/\/Auexp{ Py A 2 } v _ 290 N ETRYAS 2
J J

(using the asymptotic expression for J (Lemma 15.1, Part a))

c1><3+\/§°-t>'

®(0)

~Y

A
Now, in order to complete the proof, we need to substitute \/7 by /n and the virtual
I
offered wait V' by the waiting time W in the left-hand part of (15.123). The validity of
the first substitution can be verified using A ~ npu.

For the second substitution we must prove
%% t V t
P{W >0} ~ P{V >0 d P{=—>—}) ~P{—>—".
(V20 ~ P20} Plgg > 7o)~ Pagg > o7
Both relations directly follow from W = min(V,7) and V % 0 (n — o00) (see part d).

h. Conditional probability to abandon:

PR

>
E[S] = V/n * d
/t/ /\NU(I T
go/ xv(x)dx go/ xexp{—ﬁ AT — }dm
v/ \/ 2
~ A ~ A _ (15.124)

/t;i/mv(x)dx /t:oWeXp{_ﬁ\/)\Tﬁx— )\ggx



Calculating the numerator of (15.124), we get

, <I><B+ go-t)
o]0 -} - 5 !

The denominator of (15.124) is equal to

o (B + |9 t)
1 %
Ado o(3) '
Dividing the numerator by the denominator, we get (15.18).

Proof of Lemma 15.2.
a. B > 0. Here and in the proofs below we denote o(-) deviation terms in the staffing

rules (15.28) and (15.29) by f()). Apply Lemma 9.1 with

lh=1; ko=1; lb=k+2;, m=0; (15.125)

kKo
(condition R is valid for k£ > 0) to derive that
1 2

A Agop™+?
Ja :/0 exp{ By A\uxr — f ,ux—m dx (15.126)
Agox” 1
- ) eXp{ =1 }d:” -l eXp{ VA } (k+2)! e +0<>\(k+1)/2>
o 1 )\ggk 1
RS - (Bv/Ap)k+3 T 0</\(/€+1)/2> :

(We use that nu — A = 8v/Ap+ f(A)u.) Now note that

J = /OOO exp {/\/Ox G(u)du — Mz — ﬁNI — f()\);w} dx . (15.127)

Under the assumptions of Lemma 15.2, Ve > 0 3§ > 0 such that, for u € [0, J],

(g()k + e)ukz—i-l B (g(]k o e)ukﬂ
B I A i) T

From Lemma 9.3 (m =0,n=0,k=1/2,1 = 1), there exists v > 0 such that

/ exp{ — By iz — F(A } = o). (15.129)
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Formulae (15.128) and (15.129) enable us to apply the Laplace method (see Lemma 15.1)
in order to show that J from (15.127) can be approximated by J, from (15.126).

We use a similar reasoning in order to derive (15.31). (Lemma 9.1 is applied with

m = 1 and other parameters taken from (15.125).) Specifically,

Jia é/0 T - exp{ ﬁ\/ix— ux—/w}dx (15.130)
A 1
:/0 mexp{ ﬁ\/ix— }dm—/o xexp{ ﬁ\/i} lioi—Q d+0<)\(k+1)/2)
1 (k+3)-A 1
-t S o) 0

and, then substitute
J1 = /Oo:v - exp {)\/x G(u)du — Az — B/ Az — f()\);w} dx
0 0
instead of (15.130).
b. B8 = 0. Using Lemma 9.2 with
k=1, i=k+2, ky=

we get

1 (k +2)1\ /*) 1 1
= k+2'< Aor ) T (553) *+ o (Gana) (15.131)

and taking m =1,

N 00 )\g%karQ
Jia —/0 x‘exp{—f()\)ux—M dx

1 (k +2)1\ 7 ¢+ 2 1
N k:+2'< Agork ) 'P<k+2> + O(A(k+1>/2>' (15.132)

Then we use (15.128), the Laplace method and Lemma 9.3 in order to substitute

J = /Omexp{A/OxG(u)du—)\x—f()x),ua:}dx,
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and
J = / T - exp {)\/ G(u)du — Az — f()\)pa:} dx,
0 0
into (15.131) and (15.132), respectively. Note that Lemma 9.3 cannot be applied imme-

00 jL’k 2 v
/5 exp{—f(A)ux—%}dx = o(e”\)

diately to get

and
/;oexp{)\/oxé(u)du—/\:v—f()\)lw} dr — O(G_AV)

(—f(A) can be positive). However, this problem can be easily solved. For example,

o Agopz* 2 00 1 Agopz™+2
—fNpxr — ——— 1 d </ — =
/5 eXp{ Tz =Gy (40 = 0 SP  gr p®

for A large enough.

c. B8 < 0. As in part a, we approximate J by

J é/ exps —Ov/Apxr — f(N)pr — ———— rdz, 15.133
and, then, apply the Laplace method to show that J ~ J,. However, since —f3 is a
positive number, the integrand increases near zero, which requires additional work that
involves somewhat cumbersome calculations. Define

o = <[—ﬁ\/m — f)u] - (k+ 1)!)1/<k+1>

AGok

Y

to be equal to the point where the integrand of (15.133) reaches a maximum (note that

x* converges to zero at rate A~/(2*+2)) Performing the variable change y = x — x*, we

get
Ja = exp{[=By A — fFO)l 27}
) A *\k+2
: /_x exp {—BNy — f(Npy — gm“(%:;!) } dy . (15.134)
Note that

| eol-oy iy = _ﬁlm exp{By iz}

exp{—\F/(2F+2)]

Since 3 is negative, the integral above decreases at rate and we can

change the integral limits in (15.134) to [*°_. Now we expand (y + x*)**2 from (15.134).
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The free term (z*)* is taken out of the integral and the (k+2)y(z*)*™ term is cancelled
by [0V A — f(AN)u] - y. We must show now that the quadratic term in the expansion

dominates the others. In other words,

1 1)1/ %
Ty ~ exp{k+ [(k+ )] S (A — ) B/ (D) / eXp{—/\gOk(l'*)kQQ}dy

E+2 | gox 2k
k41 [(k+ 1170
_ . O\ — ) 2/ (D)
eXp{Ar+2 [ Ao ] (A= nu)

V2TRL - (Agor) ™) (ko 11 = mp)) @),

We shall prove that the quadratic term in the integral (15.134) dominates the cubic term,
an argument that can be repeated for the terms with larger degrees of y using Remark

9.2. Ignoring cumbersome constants, we must show that

/ exp {_)\(k+2)/(2k+2)y2 _ )\(k+3)/(2k+2)y3} dy

- /_Oo exp {_ )\(k+2)/(2k+2)y2} dy = /2mA~ D)/ (kt)

The equivalence above follows from Lemma 9.1 with

k42 k43
ok +27 1 T 919

(Note that condition (9.4) prevails for k£ > 0.)

Ky

Formula (15.35) for J; is proved via the approximation

> Agkak+2 *
JlA ~ /0 xexp{—ﬁ\/mx—f()\)ux—w d:lj’ ~ X ~JA7

where the second equivalence is obtained via the change of variables y = = — x*.

Proof of Theorem 15.2.
a. Probability of wait.
B > 0. Recall the asymptotic expression for &:

which does not depend on the patience distribution GG. Hence,

VA —1
AJ ENG 3
P{W >0} = ~ = |1 .
A Y o T ik l_+M—@
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£ £ 1 T k42 gou 17
P = = ~N — N — . JEE .
W= = a3y ~ a7~ e o T [(k: T 2)!]
1 \/7 k+2 [ 9ok ]“
nk/(2k+4) 2 T (k%a) #kz-i-l(k + 2)! .

£ 1 1
N un  h(=p)

B < 0. Use that
P{W =0} ~

b. Probability of delayed customers to abandon.

B > 0.
Agor
L+ 0= (A
P{A = ~
{Ab|V > 0} Wi ey
NG
N Yok N L gow
B () (RD/2 n0/2 " (B)ktl
B =0.
1
1— BV + f(AN)p)J 1 1 k42 g E+2
P{Ab|V >0} = ( 7 SDCAN N neED/GE) oy k+1(12k+ N
(z) L ‘
B < 0.
1=+ f)p)J \/ﬁ -
P{Ab|V >0} = 7 g 3 Tn
c. Average offered waiting time.
B > 0. p
1 1
EVIV>0 =5 ~ ~
Vi =7 BV Buyn
B=0
Jy 1 —B(k + 1)1 *
EVv > 0] = J T pueky [ 9ok '
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B <O0.

/(k41)
J . 1 —Bk+ 117"
BVIV > 0] =5 ~ "~ —arss [ ™ .

d. Average waiting time.
Since the survival function G is strictly decreasing near zero, the proof from Theorem

15.1, part d, can be duplicated.

Proof of Theorem 15.3.

We start with some definitions. Consider the underlying Markov process of the phase
type distribution Fr. Let Sy denote the set of states that correspond to positive values
of the initial distribution: i € Sy iff ¢; > 0. Then let S; be the set of states that can be
reached by one jump from some initial state. Formally, j € Sy iff j € Sy and there exists
© € S such that R;; > 0. Finally, we define recursively the set S; which comprises states
that can be reached by k jumps: j € Sy iff 7 € S, ..., Sk_1 and there exists i € Sj_; such
that R;; > 0. According to the definition (15.48) of L, the absorbing state A € Sy.

We shall number the states of the underlying Markov process in the following way:
first, the states from Sy, then the states that belong to Si,...,Sy, etc. As a start, we
prove the case L = 2 for illustrative purposes. The left-upper part of the generator matrix
will have the form:

So | S1]S:| A

So| 7| +[01]0
Si| ? T+ |+

Here ”?” means that the corresponding terms are irrelevant and ”0” that all terms in
quadrants Sy x Sy and Sy x A are zero. The sign ”+” in quadrants Sy X S7 and S; x Sy
means that there are no negative elements there and every column in these quadrants
contains, at least, one positive term. In the same way, the non-negative column S; x A

contains, at least, one positive term.
i
Define n; to be the number of states in the set .S;, i = 0,1, 2, and let NN; 2 Z n;, © =

5=0
0,1,2. Then the initial distribution will have the form

q:(Q17"'7q]\70707"'70)7 Qz>071§Z§NO
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Note that the vector 7 is equal to the column under state A. Hence the product ¢-7 =0

and fr(0) = f}o)(O) = 0. Now consider the vector
CjR = (‘rlv“'axNoumNo—i—l,. . -,QZ'NI,O,...70) .

Note that all elements between xy,4; and xy, are positive since they correspond to the
product of the positive part of ¢ and the columns of Sy x S; quadrant. Then (GR) -7 > 0,
since the inner product of the vector (zny41,.-.,2n,) and the S; x A column is positive.
Hence, f}l)(O) > 0 and the theorem is proved for L = 2.

Now we prove the general case: assume that the absorbing state A can be reached by

L jumps. A relevant part of the generator matrix is equal to:

So | S1 S S| e | S [ S| A
So T4+ ] 0 0 0 0 0 0| 010
S1 T 7 4+0] 0 0 0 0 01010
. 7 T 7?74+ 0 0 0 01010
S 7 ? ? + 0 0 01010
Siv1 | 7] 7 ? ? 7 | 4+0 0 01010
ces T ? ? ? ? T4+ 1 0] 0 ]0
Sp1| 7|7 ? ? ? ? ? + | 0 |+
Formula (15.47) implies that we must prove
gR'7F = 0, 0<I<L-2, (15.135)
and
gR*'r > 0. (15.136)
First, we want to show by induction that, for 0 < < L — 1,
GR' = (T1,.. ., TN, BNy t1s -+ s ZN;0, -, 0), (15.137)

where all vector elements between xy, 1 and zy, are positive. Statement (15.137) is

clearly true for [ = 0 (if we assign N_; = 0). Assume that it is true for some [ > 0. Then

gR'"' = (GR)-R = (Y15 s UNG YN 1+« + 3 YN 1905+, 0).

The elements yn,41,...,¥yn,,, are positive since they are calculated by multiplying the

positive vector (zn,_,+1,...,%y,) by the columns of S; X Si+1 non-negative quadrant (one

154



positive element in the column, at least). The elements after yy,,, are zero since the
upper part of the respective generator columns (right of S;;; columns) is zero. Now note

that
r = (O,...,O,’l"Nl_2+1,.. .,’I"M_l,...)/,

where the vector (rn,_,+1,...,7n,_,) contains one positive element, at least. Substituting
[ =L —1in (15.137) and multiplying by 7 we get (15.136). Equality (15.135) is obvious
from (15.137), 1 < L — 1.

Proof of Lemma 15.3. We proceed with the Laplace method from Lemma 15.1, using

that G(u) =1, 0 < u < ¢, and approximating G(c + €) ~ 1 — g, for small € > 0.

a. 3> 0.

J = /OOO exp {/Ox[AG(u) N f()\)u]du} dx (15.138)
= [ exp{=8 iz = uf(Nabde + exp{ (=8 = ()}

. [/c exp{ 5\/>:U—c Age(@ 2_ )Q}d:c—iro(\}xﬂ
_ Wl_x[l_ e=elmnN] 4 el / eXp{ ol — ) — 2 xQ_C) }da:

e—c(nu—)\)
+o|—m
()

B 1 e c(nu—A) 1 1 e—c(n,u A)
Twex VA B nGova <ﬁ> |

B=0
J = / e Mdx 4+ / exp {[Aé(u) —A— au]du} dx
0 c
c i 1 ~Hac) 0
~ / eHAT [0 — La ( —€ , a 7&
0 c, a=20

B < 0. Define the expression in the exponent of (15.138) by hy(x). Then, similar to the
case 3 > 0:

J = /0 " exp{ha(2)}dz + / ~ exp{ha(2)}dz
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s
<A)

B (A=np) 1 1 ec(A—np)
VAN '{—Wﬁ%w})@} ”( VA )

. is negligible if 5 < 0.)

1

b. B > 0. Here we need only the first approximation term, ignoring /
4

¢ o0 1 1 1
J = /0 xexp{h,\(x)}dx+/c zexp{hi(z)}dr ~ CTESE = g +0<)\) :
B=0
1 —pac
¢ 22'(1_€_WC)—L , a#0
Ji ~ | me Mdy = 2‘2 a pa
0 5 s a=0
B <o0.
cec()‘fniu') ec(/\fn/"‘)

/cxexp{h)\(@}dx = /Cxe(’\_”“)mdaz = (15.139)
0 0

A—np (A—np)>’

The term /OO x exp{hy(z)}dzr can be approximated by

& )‘gc(x - C>2 _ c(A=np) gcy
/c T-exp {()\ — np)r — 5 dr = e /0 (y+c)-exp 5\/ Ky — dx

CGC(A_nM) eC(A_nM)
- ———+o0 () . (15.140)
h(Be) v/ Age VA

Now formulae (15.139) and (15.140) imply (15.58).

Proof of Theorem 15.4.
a. Probability of wait.

B > 0. The asymptotic formula and its proof are the same as in Theorem 15.2.

B = 0. Substitute (15.52), (15.53) and (15.4) into
£ £

~ —

E+ AN VA

P{W =0} =
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B < 0.

1
POW=0} = -0~ & o el OOV

__1 L
E+a] TN i T o

b. Probability of delayed customers to abandon.
B > 0. Formula (15.63) is derived by substituting (15.50) into

1+ (-
P{Ab|IW > 0} = +<M”’“‘)‘].

B = 0. Substitute (15.52) and (15.53) into

1+ N—np)J 1—aud

P{Ab|W >0} = 7 =
p<b PADW > 0} — 1+()\—nu)JN A—np  —f
A A vn'
c. Average offered waiting time.
20 J 1 1
E[V|V > 0] :71 = ﬁ#ﬁ+o<\/ﬁ> .
B = 0. Substitute (15.52), (15.53), (15.56) and (15.57) into
J
E[V|V >0] = 71
B < 0.
EVIV>0 = & ~ ¢

d. Average waiting time.
According to the formulation of the theorem, 7 = ¢ + Y, where ¢ > 0 is a constant and
Y is a random variable with a positive density at the origin. First, we prove that for all

0>0
. E\V;V >c+9]
lim

= 0.
A= E\[V]




(which turns out equivalent to the proof in Theorem 15.1, part d, after the change of

variables y = x — ¢). Then we continue along the lines of the proof of Theorem 15.1 via

. E\V; V> 7] ‘
and [ |
E)\ V.V <r
li AL S R
rooo By [V]

The proof of Theorem 15.5 is very similar to the proof of Theorem 15.4.

Proof of Lemma 15.4.
a. Recall that the patience survival function at the origin is equal to G(0) = 1 — P{BIk}
and go = —G'(0). Then Ve > 0 3§ > 0 such that, for u € [0, 4],

1 —P{Blk} — (go+€)u < G(u) < 1—P{BIk}— (g0 —€)u. (15.141)

We shall approximate J by

Iy = /OOO exp {—AP{Blk}x — B\huz — f(N\)pa — Aoz } dx

2

Applying Lemma 9.1 with

we get

S S—
A7 NP{BIK} + Vi + uf(N) 2P{BIK)® | C\N2

1 90 ( 1 )
= - +to(—).
AP{BIk} + (np— ) A2P{BIk}* 2\
Now using the Laplace method from Lemma 15.1 and (15.141), we can prove that the

same approximation is valid for

J = /Oooexp{)\/ox(é(u) —1)du — ﬁmx - f()\),ux} dx .

b. Similar to a. (However, here only one approximation term is needed.)

J1 = /OOO T-exp {)\/OI(G(U) —1)du — 5\/>\>,ux - f(/\),ux} dx ~ /OOO x-exp {—AP{Blk}z} dx
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1 1
~ 22.P{BK}®> ~ n22 P{BI}>

Proof of Theorem 15.6.

a. Formula (15.85) from Lemma 15.4 implies that

1 1

Now the formula for the probability of positive virtual wait follows from (6.78), (15.142)

and A ~nu (A,n — o) . Since
P{W > 0|V >0} = 1—P{BIk},
formula (15.88) for the probability of actual wait prevails.

b. The conditional probability to abandon

1+ N—np)J
AJ

P{ADb|V >0} =

— . 1 _ 90 1
L= 10+ nf N ey s o) A2P{Blk}2] +o(3)
A 4, (;)
AP{Blk}+ay/Mutpr(y)  x2P{BIk} A

1 1
= P{Blk}+-go+o(> :
n o u- n

Note that
P{Ab} = P{Ab; W = 0}+P{Ab; W > 0} = P{BIlk}-P{V > 0}4+P{Ab|W > 0}-P{W > 0}

— P{V >0} - (P{BIk} + (1 — P{BIk}) - P{AB[W > 0}).

Hence,

B

1 — P{BIk}’

which implies formula (15.90). Finally, (15.91) follows from formulae (15.87) and (15.89).

P{Ab|W > 0} = (P{Ab|V > 0} — P{BIk}) -

c. Statement (15.92) is a consequence of (6.84). Then formula (15.87) implies (15.93).
d. First we derive (15.95).
EW] = Emin(V,7)] = E[min(V,7)|T > 0]-(1-P{Blk}) ~ E[V]-(1-P{Blk}) (\,n — oc0),
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where the last equivalence can be proved using the methods of Theorem 15.1, part d.

Now formulae (15.93) and (15.88) imply (15.94) and (15.95), respectively.

Proof of Lemma 15.5.

a. The proof is similar to Lemma 15.1, part a, and is implied by

J = /Oooexp{)\/oxé(u)du—n;m} dr = /Oooexp{/\/ox(é(u) — 1)du—ﬁNx—f(A);m} dx

~ /OOO exp {—(ﬁ —{—pb)\/mx — )\g;a:Q } dx , (15.143)

where (15.143) follows from

P,{Blk} = 5% ~ pb\/g (A, n — 00)

and the Laplace method from Lemma 15.1.

The proof of Part c is identical to the proof of Lemma 15.1 (Part c), where 3 is
replaced by (8 + pp)-

Proof of Theorem 15.7.
a. Direct consequence of Lemma 15.5 (parts a and b):

PV>0F = o557

1

Since the fraction of balking customers cannot exceed the order O (\/_> we get
n

P{V > 0} ~ P{WW > 0}.

b. From Lemma 15.5,

P{Ab|V > 0} — 1_(”;]_”’] _ \}ﬁ lﬁ-h(ﬁ)—ﬁ]%—o(\}ﬁ).

Now note (see the proof of Theorem 15.6, Part b) that

1

P{Ab|W >0} = (P{Ab|V > 0} — P{BIk})- TPE

Since 1 — P{BIlk} ~ 1, the last expression is equivalent to
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J1
EVIV>0 = — ~
v so = 2
d. As in the proof of Theorem 15.6, part d,

E[W] ~ E[V]- (1 —P{Bk}) ~ E[V].

The equivalence between E[W|W > 0] and E[V|V > 0] follows from part a.

16 Quality-Driven operational regime

16.1 Formulation of results

The quality-driven (QD) operational regime is defined by
A
n:;-(1+7)+0(\/x), v>0.

In this regime the offered load per agent

A 1
p = — — —— < 1
n 1+~

If o(v/A) = 0 in (16.1), the connection between p and v is exact and given by:

1 —
and fyzip.
p

p:1+7

(16.1)

(16.2)

Lemma 16.1 (Building blocks) Assume that the density of the patience time at the

origin exists and is positive: gg > 0. Then

a.
_ <1>
J = A )\273—#0 )
b.
n—1 /\'7
E ~ V2mn-(1+7) ~exp{—u}.
c.
J = _ —
1 (np — \)? >\3fy4+0 23
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Theorem 16.1 (Performance measures) Under the assumptions of Lemma 16.1, the
performance measures of the M/M/n+G queueing system in the quality-driven regime
can be approximated by:

a. The probability of wait decreases exponentially in n. Specifically,

P{W > 0} ~ \/;T_ni (Hlvyl-exp{y}. (16.6)

b. Probability to abandon given wait.

P{Ab]W>O}:7ll-1+77-io+o(i) - -1-g0—|—0(1>. (16.7)

(Note that if the o(v/A) deviation term in (16.1) is not equal to zero, the two o(1/n) terms
in (16.7) will not be identical.)

c. Average offered waiting time.

1 1 1 1 1 1 1 1
E[V|V>0]:-”~+o():--+o(). (16.8)
n vy 7 n n l—p p n
d. Average waiting time.
E[W] ~ E[V]; EW|W >0] ~ E[V |V >0]. (16.9)

e. Ratio between the probability to abandon and average wait.

P{Ab
E:J{[W]} ~ go (n — 00). (16.10)
f. Total Service Factor.
W t
P { 55 " n | W > o} L (16.11)

Remark 16.1 Assume that the staffing level (16.1) is kept exact: n =

= | >

-(1+~). Then
the asymptotic formula for the probability of wait transforms to:

1 1
Vorn 1-p

Remark 16.2 If the deviation in (16.1) is larger than o(v/A), for example,

P{W >0} ~ (petP)m (n — 00).

n:i-(1+7)+0(A),

formulae (16.7)-(16.11) still prevail. However, the approximation (16.6) can be wrong.
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16.2 Numerical experiments

Two distributions that were already used in Subsection 15.2 are considered here again:
uniform with support [0, 4] and hyperexponential (mixture of two exponentials with means
1 and 3). We do not use the other two distributions from Subsection 15.2, since in the
quality-driven regime our approximations are established for gy > 0 only. (Since the QD
operational regime is less important than the QED regime, we did not try to duplicate
the extensive set of special cases, analyzed in Theorems 15.1-15.7.)

The experiments are performed according to Subsection 15.2 guidelines. The arrival
rate A changes from 20 to 2000 (it has been from 20 to 1000 in the QED case). The

quality-driven staffing rule is

i
PR

Four values of p: 0.8, 0.9, 0.95 and 0.98 were chosen. In addition, we calculate the QED

regime approximation using
n—Ap

(The service grade [ increases with the increase of A and n.)

6 =

Example 1 (Figures 37,38): p = 0.8.
Figure 37 presents evolution of several performance measures in the format of Subsection
15.2. Figure 38 studies our approximations when performance measures take very small

values.

e Here and in all other special cases of Subsection 16.2, we observe an excellent linear
fit between the average wait and the probability to abandon. In general, if the
offered wait is small (quality-driven and QED regimes) and patience density at the

origin is positive, a linear pattern prevails.

e The average wait and the probability of wait decrease exponentially on A. The
approximation does not depend on the specific distribution. The conditional prob-
ability to abandon decreases at rate 1/n or, the same, 1/\. For small values of A

the exact values are somewhere between quality-driven and QED approximations.
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probability to abandon

P(Ab|W>0)

Figure 38 demonstrates that for large values of A the quality-driven approximations

are excellent (and much better than the QED approximations).

Figure 37: Offered load per server p = 0.8, performance measures and approx-
imations
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average waiting time, sec

Figure 38: Offered load per server p = 0.8, performance measures and approx-
imations. Large values of arrival rate

Average waiting time Probability of wait
vs. arrival rate vs. arrival rate
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Example 2 (Figure 39): p = 0.9.
For small values of A\ the QED approximations are better than the quality-driven. For
larger values both types of approximations are good (and, again, one can check that the
quality-driven approximations are excellent for small values).

If we consider probability-to-abandon separately, the quality-driven approximation is

better for the uniform distribution.
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Figure 39: Offered load per server p = 0.9, performance measures and approx-
imations.
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probability to abandon

P(Ab|W>0)

Figure 40: Offered load per server p
proximations
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Example 3 (Figure 40): p = 0.95.

The quality-driven approximations are good only for n > 500 (uniform
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distribution) or

n > 1000 (hyperexponential distribution). The QED approximations are excellent.
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probability to abandon

P(Ab|W>0)

Figure 41: Offered load per server
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Example 4 (Figure 41): p = 0.98.
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We clearly observe that the QED approximation should be used in this case. Note that
the linear P{Ab} / E[W] relation still prevails.

General conclusions.

It is reasonable to use the QD approximations, instead of QED, if the values of the

performance measures (probabilities of wait and abandonment, average wait) are small.
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For a “rule of thumb”, one can take the probability of wait to be less than 0.1 (or even
0.05). The linear relation P{Ab} = go - E[W] prevails for all the special cases considered
here. The reason is that this relation is asymptotically true both in the QD and the QED

regimes.

16.3 Proofs of the QD results

Proof of Lemma 16.1.

a. Lemma 9.1 with

implies that

_ 1 % 1y - _ - % = 16.12
Moo e 0\e) T oy T e s 0\ (16.12)
where the relation nu — A = Ay + f(A)p follows from the staffing rule (16.1). (Recall

that f(\) denotes the deviation term o(v/A) from (16.1).)

Standard Laplace arguments from Lemma 15.1 ensure that

J = /Ooo exp {/Om {)\(G(u) — 1)} du — \yx — f()x),u:r;} dx
can be substituted into (16.12) instead of J4.
b. The proof is very similar to part a. Note that

Jy = /Oooa: - exp {/Ox MG (u) — 1)du — Myr — f()\),ua:} dx .

The Laplace method validates the approximation of J; by

A [ Agoz? 1 390 1
J1a :/0 x-exp{—)qx—f(/\),ux— 5 }dm = (nu—)\)Q_)\374+0<>'

c. Recall that

A

o FN 20N+ )1

£ = / et(1+;‘>” dt (16.13)
0

= A /Oo e (1 + u:v)%(lﬂ)”m*lda:
0



We perform the change of variables y =z — 2. (If we do not take the “f(A) — 17 term in

the power into account, the expression under the integral (16.13) reaches a maximum at

v/ h.)

£ = )\exp{—)\Z}-// ML 4y ) EDH N1 gy (16.14)
/K

= )\exp{—)\ZL}-/oo exp{—)\y—l— [2(1+fy)+f()\)—1] -ln(1+7+uy)}dy

—y/1

The Taylor expansion of the logarithm function implies

1y 1y 3
In(1 = In(1 — —
n(l+v+ py) n( +7)+1Jr7 2(1+7)2+0(y) (y —0)

We approximate &, replacing the logarithm in (16.14) by the first three terms of the

expansion above and changing integral limits to [ :

B 5 oy [ A 1y 12y
Ex = )\exp{—/\u}-(l—f—v) -/_Ooexp{—/\y+ llu(leV) + f(A) — 11 : ll"{'V - 2(14_7)2]}6@

L e B (A e e 12

The last term in the exponent above determines the asymptotic value of the integral. For
example, using f(\) = o(v/)

| exp{fm- by }dy

o I+~ 2(1+7)
-/ wep{ <1Aﬁw> ly‘f(;)] *2#3({1%)}@

Therefore, taking into account n ~ — (1 +7), A— o0,

Ea ~ \/27m-(1+’y)"1~exp{—>;7}.

In order to validate the same result for £ we apply the Laplace argument, based on the

following inequality: Ve >0 34§ > 0 such that

2,2

“ny for y € [0, 9].

my_ 1*y?
— 2(1+7)?

L+ 2(1+7)?

In(14+py+v)—In(1+4+7v) —
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Proof of Theorem 16.1. In most cases, the proof is a straightforward application of

the formulae in Lemma 16.1.

a. Note that
L
np— A Ay
Then
AJ AJ 11 1\ Ay
P W > O — ~N — A~V . — . - . o .
{ } E+NJ E 2mn Y (1—1—7) exp{u}
b. ( (
1+ (N—np)J nit — A)go 9o 9o
P{Ab[V >0} = ~ - o 9
{Ab[V> 0} N N3] 2l oy
I—p

Recall that A ~nup and v~ ——, (n — 00). This implies
p

11
P{ADb|V > 0} ~ n.l_p-f.

1

J1 1 1
n l—p

1

~Y

==

d. The proof is similar to part d of Lemma 15.1.
e. A direct consequence of parts b-d.

f. The proof can be given along the lines of Theorem 15.1, part g. Sketch of the calcula-

tions is given by:

t oo

PSW>— / exp{—Ayz}dx

{ nu} o, Jt/(np) p{=A) ~ exp — At ~ e Pt ()t
P{W > 0} I~ exp{—A\yx}dx

17 Efficiency-Driven operational regime

17.1 Formulation of results

In the Efficiency-Driven (ED) operational regime, staffing is determined by:

n::-(l—v)%—o(ﬁ), v>0. (17.1)
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The offered load per agent

A 1
p = — — — > 1.
ny 1—7

If o(v/A) = 0 in (17.1), the relation between p and v is given by

p—1
and y=—. 17.2
L= P (172)

p:

Lemma 17.1 (Building blocks) Assume that the equation
G(z) =~

has a unique solution z* and that the patience density at z* is positive: g(xz*) > 0. Then

a. —
o (MO}, (17.3)

where )
k(y) & 2t (1 — n;) —/0 G(u)du. (17.4)

(Note that the definition of z* implies that k() > 0 for A large enough.)

b.
£~ 1 (17.5)
- |
C.
T~ oated 2Tt exp{Mk()} (17.6)
1 T Ve x* - exp v}, .

Theorem 17.1 (Performance measures) Under the assumptions of Lemma 17.1, the
performance measures of the M/M/n+G queue in the efficiency-driven operational regime
can be approximated by:

a. Probability to get service immediately decreases exponentially:

L fg(x*)
P{W =0} ~ —.
{ } v 2T

~exp{—Ak(7)}. (17.7)

b. Probability to abandon converges to the constant v~ 1 — —.
p

P{Ab} ~ 7. (17.8)
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c. The average offered wait E[V] converges to the constant x*.
E[V] ~ a*. (17.9)
The offered wait also converges to x* in probability:
vV 5o (17.10)

d. Define the distribution G* = {G*(x), = > 0} by

Gz) _ G .
@@):{fW)‘ 7o TS
, x> x*

(In fact, G* is the distribution of the random variable min(z*, 7), where 7 is the patience
time.)

Then the average waiting time W weakly converges to the distribution G*:
w5 G*. (17.11)

In addition,

E[W] — Efmin(z*,7)] = /0 Cl(u)du. (17.12)

e. Total Service Factor.

The distribution of wait is given by:

1, t<a*
P{V >t} ~ { 0. t>a (17.13)
G(t), t<a*

P{W >t} ~ { 0, £ gt (17.14)

The distribution of wait around z* can be approximated in the following way.

Let —oo <t < 0co. Then
P{L/> ﬁ-%t‘V>% & (1|9 (17.15)
B(S) ~ E(S) Vo pl=2) ) '
W x* t - g(x*)

PS— > +—= | V>0 ~ (1—=7) D |t,|——| . 17.16
5 > By v | V0~ 0 ( u(l—v)) 1716)
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Remark 17.1 Limits for the probability to abandon and waiting time can be obtained
using “fluid” (deterministic) considerations and are sometimes referred to as fluid limits.

For example, see results in Whitt [72] that are closely related to (17.8) and (17.12).

Remark 17.2 Assume that the staffing level (17.1) is kept exact: n = (A/u) - (1 — 7).

Then we can rewrite definition (17.4) as

*

k(y) = vx*—/om G(u)du.

17.2 Numerical Experiments

Three distributions that were considered above in Subsection 15.2 are used in our exper-
iments: uniform, hyperexponential and delayed exponential. Instead of the conditional
probability P{Ab|WW > 0}, we plot P{Ab} (the probability of wait is close to one and there
are no reasons to distinguish between the two performance measures). Note that, in con-
trast to the QED regime, the ED approximation formulae are the same for distributions
with both positive and zero densities at the origin. (Although the rate of convergence
of the approximations can be very different for the two types of distributions.) As in
Subsection 16.2, we compare between the ED and QED approximations.
The efficiency-driven staffing rule is
n = l/\] ) p>1. (17.17)
PH

Four values of p: 1.05, 1.1, 1.2 and 1.5 were chosen. Other assumptions are the same as

in Subsection 15.2.

Example 1 (Figure 42): p = 1.05.

e We observe that the probability to abandon and the average wait converge to fluid
1

limits. The limit for the probability to abandon is v = 1 — —, independently of the
p

patience distribution. The limit for the average wait (17.12) depends on the specific

patience-time distribution.

e Surprisingly, for the uniform and hyperexponential distributions we again observe

a linear P{Ab}/E[W] relation. (The curve for delayed exponential distribution
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Figure 42: Offered load per server p =
proximations
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does not provide any remarkable pattern and is not plotted.) This relation prevails

mainly for small values of A\. Unlike the QED and the QD regimes, points of the

scatterplot do not converge to the origin when A\ — oco. In addition, there exist no

theoretical support for a linear relation if A — oco. In contrast, one can check that

if n= ﬁ prevails exactly, P{Ab} converges to the fluid limit exponentially in A,

and E[W] converges at a polynomial rate. We think that the observed linearity for

small A is due mostly to a rounding effect of the staffing level in formula (17.17). If

17
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n exceeds ﬁ, than P{Ab} and E[W] decrease together. Otherwise, they increase.

A
If we choose p such that — is an integer number, a linear pattern is not observed.
i

e The QED approximations are better than the efficiency-driven for small values of \.
However, we observe that QED approximations for P{Ab} and E[W] do not always

converge to fluid limits (see the delayed exponential distribution for average wait).

e The situation is somewhat different for the approximation of the probability-of-wait.
Here the QED approximation is better almost everywhere. (The ED approximation
for delayed exponential has been found bad for all p values, therefore it is not

plotted.)

Example 2 (Figure 43): p = 1.1.
e Linear pattern of the relation P{Ab} / E[W] still prevails for small \.

e In this case, almost all QED approximations for P{Ab} and E[W] do not converge to
fluid limits (although, for very small A they can be superior to ED.) In fact, the QED
approximations for P{Ab} are close to —3/4/n, which converges to \/p- (1 —1/p).
It differs from the proper fluid limit by a factor ,/p.

e The quality of the ED approximation for P{W > 0} improves, but QED is still

better for small values of \.

Example 3 (Figure 44): p = 1.2.

e The convergence rate of P{Ab} and E[W] to the fluid limits increases. QED approx-
imations are bad starting from small A\. Note also that the QED approximations for

P{Ab} are indistinguishable for the three distributions.
e Linear pattern of the first plot is much less convincing than in Examples 1 and 2.

e ED approximations for the probability of wait are good now.
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Figure 43: Offered load per server p = 1.1, performance measures and approx-
imations
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Example 4 (Figure 45): p = 1.5.

Here the trends observed for Figure 44 are even more pronounced.

General conclusions.
The ED approximations for P{Ab} and E[IV] are better than the QED ones if the offered
load per agent p is significantly larger than 1 (say, p > 1.2). Even if p is closer to one (1.1

or 1.05), they are appropriate for large values of A. In general, comparing with Subsection
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Figure 44: Offered load per server p = 1.2, performance measures and approx-
imations
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16.2, the ED approximations are “competing” with QED more successfully than the QD
approximations.

We observe also that the ED fluid-limit approximations for P{Ab} and E[W] are better
than the ED approximation for P{WW > 0}.

A linear pattern, displayed at some of P{Ab} / E[W] plots (with p close to one,
and relatively small values of \) should be also mentioned. It adds support to the QED

and QD results, in order to explain why this pattern is so widespread in the call center
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Figure 45: Offered load per server p = 1.5, performance measures and approx-

imations
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17.3 Proofs of the ED results

Proof of Lemma 17.1.

average waiting time, sec

probability of wait

a. In the efficiency-driven operational regime,

J =
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It is straightforward to verify that the function
ha(z) = A7x+)\/ —1ldu

reaches a maximum at z*. Changing variables: y = x — x*, we get
00 y+x*
J = exp{z”- (A —np)}- exp {)\yy — f( Ny + /\/ [G(u) — 1]du} dr. (17.18)
—x* 0

The three leading terms of the Taylor expansion for [Y™ [G(u) — 1]du at y = 0 are given
by

*

[ 16w e = [T 16 ~ 1du -y~ S + O,

Hence, ¥e > 0 3§ > 0 such that for |y| < o

z*

y+z*  _

[ 166~ du = St + 99 < e+ [T (Glu) - 1)

0

< [ G — 1]du — ;g(az* — O (17.19)
Define
11 = ek} [ e f o~ 24 gy
For f(A) = o(V/}),
Ja ~ Agz(;) -exp{Ak(7)} .

Now we perform the Laplace argument, based on inequalities (17.19), obtaining
J ~ Ja.

The equivalence of the f s integrals is derived via the Taylor expansion (recall Lemma

15.1, part a). In addition, we must construct “exponential bounds” in the spirit of formula
(15.112) for

/;O exp {)qy fNpy — /\/ du} dy (17.20)

and the corresponding integral f:fo

Define
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(The value of « is positive since G is strictly increasing at 2*.) Then the integral in (17.20)

is less or equal to

/:Oexp{—f(/\)uy—ka (y—i)}dy < CXP{)\gé}-/;OeXp{—i)\ay}dy -

_ exp{—(A\ad)/4} _
(3/4) v

The bound for f:fo is constructed in a similar way.

ole™), v>0.

b. First we present an approximation
00 1
Ea = )\/ exp{—Myz+ u(f(A) —1)z}der ~ —. (17.21)
0 8
Then

E = )\/OO e (1 + ux)%(lﬂ)”“)*lda:
0

- )\/Oooexp{—)\x+ [2(1 — )+ N — 1] -ln(l—l—uw)}dx

Now using In(1 + pz) = px + o(z) and the Laplace argument from Lemma 15.1, we get
that
E ~ &a.

c. In the ED regime,

J = /Ooox - exp {)qx - f()\)ux+)\/ox[é(u) - 1}du} dx

o

= @A), (y + %) - exp {/\73/ — Ny + )\/Oyﬂ* [G(u) — Hd“} dx

—x*

* S +$* _
B R A CeS IO / ¥ - exp {)qy — fN)py + /\/y (G (u) — l]du} dr. (17.22)
T* 0

Using Taylor expansion of [¥™ [G(u) — 1]du (see part a of the proof), we get that the

second term of (17.22) has a smaller order than the first one, given A — oc.

Proof of Theorem 17.1.

a. Probability to get service immediately.

£ e 1 [g@)
WD WAL (e wll A U

P{W =0} ~
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b. Probability to abandon.

P{Ab} = — ~ ~ .

c. Offered waiting time.

In order to prove V % z* we must derive
o x*—6
/ vy(x)der — 0 and / ua(z)dr — 0.
*+0 0

Both statements can be proved using “exponential bounds” (see the proof of (17.20)).

d. We have shown that

*

V,\gx .

Hence, the pair (V), 7) converges weakly to (z*,7), as a two-dimensional random vector.

Since the minimum function is continuous, the virtual waiting time
. w .
Wy = min(z*,7) — min(z*, 7).

In order to prove convergence of expectations, it is sufficient to demonstrate uniform
integrability of {I¥y, A > 0}. Since W, < V), the uniform integrability can be shown for
{Vi, A > 0}. The proof follows the pattern of proving (17.20). For example,

o0

li ox(z)dr = 0.
lim $*+6{EU>\($) x

e. Formulae (17.13) and (17.14) follow from parts ¢ and d. The proof of (17.15) proceeds

via
.t  ryymep e — f(Npr — A J§ G(u)du} dx
P{V v M 0} T e e — TN — Mg Glu)du] do

0o z* o )2
_ Jyymexp Dy = Ny = AT Gu)duf dy 35 oxp { -2t
S exp My — f(Npy — A7 Gu)dubde— [°% exp { -2 ay

_ oy Agla) | o+ g(x*)p ‘
n (1 —=7)
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(The equivalence in (17.23) can be proved using the methods from Lemma 17.1, part a.)

Then
P{V> AL V>0} Né(t jl(x_)w)

B(S) ~ E(S)  vn
ool el

Analyzing the actual waiting time,

+7

(sl
E(S) ~ E(S)  Vn

V>O}

=
S

18 Economies of scale in the M /M /n+G queue

Consider m iid call centers that are pooled into a single operation. Each call center can
be modelled by an M/M/n+G queue with the same characteristics: arrival rate A, service
rate u, patience distribution GG, and n servers, where n is determined by the manager of
call center.

Assume that all these call centers were run in one of the operational regimes studied in
Sections 15-17. If we sustain that regime in the pooled call center, how will performance
change? Will Economies Of Scale (EOS) drive improvements in service level? Tables 3-5
summarize answers to these questions.

In Gans et al. [29] an EOS framework for the Erlang-C queue was developed. In
this section, we compare between Erlang-C and M/M/n+G, observing many similar EOS
effects. That is somewhat surprising, taking into account significant difference between

the two models.

18.1 QED regime

Recall that in the QED operational regime, staffing level is determined by
n = [R+BVR],

where R is the offered load. In Erlang-C , 5 must be positive, but in M/M/n+G, —oo <

0 < .
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Define the safety staffing A as the difference between the staffing level n and the

offered load R = A/u. Again, for the Erlang-C queue we need A > 0 to ensure system

stability. In models with abandonment, A can go negative.

Table 3: Economies of scale. QED regime.

Erlang-C Queue

M/M/n+G Queue

Base Case Pooled Base Case Pooled
A A
Offered load R=- mR R=- mR
[ 1
Safety staffing A>0 VmA —00 < A <0 VmA
Number of agents R+ A mR + /mA R+ A mR + /mA
Service grade 0= \/Aﬁ @ 6= \/Aﬁ
3 } { h(rp) }
P{W=>0 14 P{W=>0 14 P{W>0
o0 | [1+525| | (FO=D h(=5) V=0
R R R R P{Ab}
Occupancy - (1 —P{Ab . (1 — )
R+A R+ 2 R+A ( {AD}) R+ 2 vm
I} 1
P{A — — -— — -P{A
{ADIW> 0} b)) | = P{ADW> 0)
1 1 r3 1
O (rp+ 1 o (rB+ Ly/m
TSF et (TSF)V™ L TSF . — 5+ V)
o(rp) d (rﬁ + ;‘:)

In order to get simple expressions that are straightforward to compare across regimes,

we modify the definitions of average wait (ASA) and Total Service Factor (TSF). Both

performance measures will be calculated only for delayed customers and they are measured

in units of the average service time.

Formally,

ASA £ E[EIEVS)’W>O
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and

A w 13
TSF = P{E(S)>\/ﬁ

Definition (18.1) will be the same for the three regimes. In contrast, the definition of TSF

W>O}

will be modified for each special case.

Table 3 illustrates Economies of Scale for the main case of the QED regime (positive
patience density at the origin). We make some changes in notation, in comparison to
Theorem 15.1, defining

A M
ro=,/—.

9o

It will turn out that in each of the three regimes, one or several performance measures
are held constant after pooling. The boxed entries in Table 3, as well as in later tables,
highlight those performance measures. Indeed, in the QED case, the probability of wait
remains fixed under pooling. In addition, we observe that in both queues the agents’
occupancy converges to 100% and ASA decreases to ASA/y/m. Finally, the probability

to abandon the queue decreases at rate 1//m.

18.2 QD regime

Recall that the Quality-Driven operational regime of M/M/n+G is characterized by:
where the service grade 7y is positive.

The definition of TSF in the QD regime is taken to be

w t
TSF 2 P{ > - | W>0}.
(i >3 |7 >1)
Since abandonment is exponentially negligible in the QD regime, the M/M/n+G perfor-
mance measures, presented in Table 4, are identical to the Erlang-C case: ASA decreases
to ASA/m, TSF decreases to TSF™ and the probability of wait converges to zero expo-
nentially. In addition, the conditional probability to abandon in M/M/n+G decreases at

rate 1/n.
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Table 4: Economies of scale. QD regime.

Erlang-C Queue M/M/n+G Queue
Base Case Pooled Base Case Pooled
A A
Offered load R=— mR R=— mR
[ 1
Safety staffing A>0 mA A>0 mA
Number of agents n=R+A mR + mA n=R+A mR + mA
Servi J A A
ervice grade v = = v = =
1 (et | 1 1 (et | 1
P{W >0 - (P{W >0})™ -(P{W >0})™
{ ! 2 1—p | \/m (P4 2 2 1—p | \/m (P b
0 1 1 1 1
ccupanc — S e —
paney 1+ 1+ 1+ I+~
11 g 1
P{Ab/W> 0 — — - = — - P{Ab|W >0
{ADIW> 0} L | g > 0)
ASA 1 i-ASA 1 i-ASA
n 1l—p m n 1l—p m
TSF e~ =)t (TSF)™ e~ =)t (TSF)™

18.3 ED regime

Recall that the definitions of the ED regime for Erlang-C and M /M /n+G are different:

n = R+vy

for Erlang-C (assume that n is integer), and

for M/M/n+G.
Let

n =—=

TSF

R-(1-7),

E(S)
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Table 5: Economies of scale. ED regime.

Erlang-C Queue

M/M/n+G Queue

Base Case

Pooled

t > 2*/E(S)

Base Case Pooled
A A
Offered load R=— mR R=— mR
1 1
Safety staffing A>0 A A <0 mA
Number of agents | n=R+ A | mR+ A n=R+A mR + mA
Servi d =A —
ervice grade v = v = )
P{W > 0} 1 1 1 1
Occupancy 1 1 1 1
P{AD} _ -1 -t
p p
1 E[min(R, z*)]
ASA — ASA ASA
A E(S)
G(t/B(S)), t < x*/E(S)
TSF e 4 TSF TSF

The ED results are summarized in Table 5.

In both queues, essentially all customers

are delayed and agents are nearly 100% utilized. The waiting time remains asymptotically

the same after pooling (both the mean and distribution). In addition, from Section 17

the probability to abandon in the M/M/n+G queue converges to the fluid limit 1 — 1/p.

18.4 Economies of Scale: main conclusions

Each operational regime corresponds to one or several performance measures that are

held constant under pooling. Therefore, the following rules for the M/M/n+G queue can

be deduced:
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o If a call center manager would like, after pooling, to maintain agents utilization
at a constant level, smaller than 100%, the QD operational regime is appropriate.
It implies very high performance level, and essentially all customers get service

immediately.

e If the objective is to fix the probability of wait, the QED operational regime should
be used. It will combine high performance level (ASA, TSF, probability to abandon)

and agents’ utilization that is not far from 100%.

e If it is enough to sustain the probability to abandon or/and waiting time, the un-

derstaffed ED operational regime enables this goal.

Finally, we observed close relations between EOS effects in the simple Erlang-C system

and the much more complicated M/M/n+G.

19 Some statistical applications to call centers

19.1 General description of the data set

The source of our data is a large multi-site call center of a US bank. It has sites in New
York, Pennsylvania, Rhode Island, and Massachusetts. The daily volume on a regular
day is up to 300,000 calls overall. The majority of these calls end at the VRU, but up to
70,000 are seeking to reach agents. Only the latter will be considered here.

The number of agent positions at peak hours varies from 900-1200 on weekdays to
200-500 on weekends. Working hours are 24 hours a day, 7 days a week.

The call center provides many service types. In our research, we consider two of them.
The first one, Retail, is by far the most common. The second, Telesales, is the most
common after Retail, together with Business and Consumer Loans.

Call-by-call data was collected from March 2001 to October 2003. Our sample is taken
from the five-month period between September 2002 and January 2003. Since service
patterns during weekends are different, we analyze regular days only (Monday-Friday),
considering calls that arrive between 7am to 24pm.

Below in Table 6 we provide overall descriptive statistics for the two service types

under consideration:
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Table 6: Retail and Telesales service types. Descriptive statistics

September 2002 - January 2003

Calls E[S] | P{W >0} | P{Ab} | E[W]

Retail | 3,451,743 | 224.6 sec 30.6% 1.16% | 6.33 sec

Telesales | 349,371 | 453.9 sec 24.3% 1.76% | 9.66 sec

We observe that, overall, the system seems to work in the QED regime: the probability
of wait is neither close to zero not to one, the probability to abandon and average wait
are small. However, there are huge difference between the M/M/n+G model and a large
multi-site call center.

One of the most important differences lies in the protocol of customers’ service. When
a call arrives to the call center, it is sent to agents of a specific site. Only if a call is
not served within a deadline (around 10 seconds for Retail, different numbers for other
types), it can be sent to agents from other sites. This protocol violates work-conservation
assumption: waiting customers and available agents can easily co-exist.

In our work with this data, we used the Data-Mocca software [65], developed in the

Statistics Laboratory at the Technion.

19.2 Model primitives

In order to apply the M/M/n+G model, reliable data for its parameters should be ob-
tained. First, we need an hourly data for A\, u and n. Second, we must calculate estimates

of patience distributions that are appropriate for our methods.

Arrivals. Hourly arrival rates are calculated from call-by-call data. Figure 46 presents

them for the 21 January weekdays. Note that we observe a rather stable daily pattern.

Average service times. Hourly average service times were calculated similarly. Wrap-

up time (after-call work) was taken into account.
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Figure 46: Hourly arrival rates, January 2003.
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Number of agents. Unfortunately, detailed data on agents is not available in our
database. The following estimation algorithm was developed in order to try and fill this
gap.

Let H(t) denote number of calls being served at time ¢ (where wrap-up also means
that the call is being served). The value of H(t) can be estimated using Data-Mocca
with resolution 1 minute. The values of H(t) and the number of customers in queue Q(t)
constitute the input of the algorithm. The output is the estimate of the staffing level at
time ¢, denoted by N(t).

1. Use the following forward recursive algorithm:

N¢(7:00) = H(7:00);

if Q(t) >0, Ng(t) = H(t) (work-conservation);

if Q(t) =0, Ng(t) =max(Ns(t—1),H(t)).

This algorithm has so far a drawback: If the staffing level decreases and there is no queue
(say, at the end of the day), the algorithm will not “notice” the decrease. Therefore, we

use also:

2. Backward recursive algorithm.

Ny(24 : 00) = H (24 : 00);
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if Q(t) >0, Ny(t) = H(t) (work-conservation);
if Q(t) =0, Ny(t) =max(Ny(t+ 1), H(t)).

3. Take the average of the last two estimates:

Ny(t) + Ny(t
N(t):b()—;f(), t=7:00,7:01,...,24:00.

However our numerical experiments showed that the estimate thus derived underestimates
the actual staffing level. The reason could be that the work-conservation assumption is
not true in a large multi-site call center, where waiting customers and available agents

can co-exist.

4. Divide the working day to three-minutes intervals. Assume that the staffing level is
constant for those intervals and take the estimate for each interval to be equal to mazimum
of 3 adjacent estimates from Step 4. This heuristic step is designed to compensate the

underestimation, referred to above.

5. Finally, compute hourly staffing estimates by averaging out 20 three-minute estimates

from Step 5.

Patience times.

Figure 47: Hazard rates of patience.
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survival function

Figure 48: Survival functions of patience. Kaplan-Meier estimate.

Retail Telesales
1 ; : : 1 ‘ ;
—— Kaplan-Meyer estimate — — -
| o] oes — Kaplan-Veyoresinate
0.98 0.98
0.97"
0.97t c
o
. 2 0.96f
0.96 \ =
- <095
0.95+ . >
. 2 0.94f
0.04} T~ 2
~— 0.93"
0.93 = 0.92
0.92f 0.91
L L L L L Og L L L L L
0 10 20 30 40 50 60 0 10 20 30 40 50 60
time, sec time, sec

We produced estimates of the patience hazard and survival-function, based on overall
call-by-call data from 5 months, as mentioned before; actuarial estimator, described in
Subsection 8.4, was used. Intervals [a;_1,a;), j > 1, were chosen in a way, that ensured
at least 30 abandonments during each interval.

Figure 47 demonstrates very unstable hazard pattern near the origin, especially for
the Retail service type. Figure 48 shows that customers are, overall, very patient: over
90% are willing to wait more than one minute.

We checked that the monthly patience patterns are indeed stable over the five-month
period under consideration. However, for months out of this period, the patience hazard
function can be very different. A probable reason could be changes in the contents of an-
nouncements and their timing. (Recall the second plot of Figure 5, where announcements

took place at 15 and 60 seconds of customers’ wait, implying peaks of abandonment.)

19.3 Performance measures

Three basic performance measures are considered in this section: P{WW > 0}, P{Ab} and

E[W]. Below we discuss several issues related to their measurement.
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Probability of wait. It turns out that the database contains a very large fraction
of waiting times that equal one second. (Around half of the observations! In addition,
about 20% of waiting times equal zero.) Since it is unreasonable to assume that 50% of
customers experienced actual positive wait of one second, the event {IW = 0} was defined

to be equivalent to a wait of 0 or 1 second in the database.

Probability to abandon. Abandonments that took place at 0 or 1 second were dis-
carded. Their meaning is unclear; probably they correspond to customers that decided

to leave even before they were sent to queue or service (e.g. at the VRU stage).

Waiting times. Since the event “a customer was served immediately” is equivalent to
the wait of 0 or 1 seconds in the database, all waiting times exceeding zero are reduced

by 1 second.

19.4 Relation between P{Ab} and E[W]

Figures 49 and 50 display an empirical P{Ab}/E[W] relationship, based on the data of
1649 hours for our five-months period. The aggregated plots were obtained similarly to
Figure 7 in the Introduction: 40 points aggregate 41 hours each (except the last point,
which aggregates 50 hours). In the process of aggregation, the weight of specific hours

was assumed equal to the corresponding hourly number of customers.

We observe a linear curve for Telesales. However, for Retail the pattern is concave
with a clear change around 4 seconds of average wait. This phenomenon can be explained
by the hazard rates, displayed in Figure 47. The pattern of the Retail hazard rate deviates
from the constant exponential hazard more than the Telesales hazard rate. Therefore, the
linear relation, which prevails theoretically in the exponential case, is observed practically

for Telesales, but not for Retail.

19.5 Fitting QED approximations

Our main approach is the following. First, we estimate the number of agents n via fitting

one of our basic performance measures (the probability to abandon was chosen since it
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Figure 49: Retail customers. Probability to abandon vs. average waiting time
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Figure 50: Telesales customers. Probability to abandon vs. average waiting
time
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performed the best). Specifically, we numerically solve the following equations, based on

the hourly data:
P{Ab} = f<)\’ 1, gO) ’

where n is unknown, f is the formula for the QED estimate from Theorem 15.1, A\ and

p are hourly arrival and service rates, respectively, and g, is the patience density at the
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Probability of wait (data: aggregated)

origin.

Then, using this estimate of n, we try to fit other performance measures. Since the
estimate of n depends on QED formulae, such an experiment cannot “prove” that QED
approximations fit the data. However, a negative result would show that some problems
exist in our approach.

An additional important question arises: which value should be substituted into the
QED formulae for go? The most straightforward way is to substitute the hazard estimate
at the origin from Figure 47. Figure 51, which is plotted along the guidelines of Figures
12 and 13 from Section 6, shows the results of this experiment. We observe a very strong
bias between data values and model values. In our opinion, the reason for the bias is
instability of the two hazard estimates from Figure 47 near the origin.

Specifically, the limit statements from Theorem 15.1 prevail in practice, if the patience
density (or hazard rate) is more or less stable for typical values of waiting times. In our
case, a typical wait is equal to several seconds. (In the QED limit, the wait converges
to zero.) However, since the hazard rate oscillates significantly even within the range of

several seconds, the limit QED statements do not apply directly.

Figure 51: Fitting performance measures, go:=hazard at zero
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Probability of wait (data: aggregated)

As an answer to this challenge, we suggest to substitute for gg the value of the ratio
P{Ab}/E[W] into the QED formulae. (See Figure 52.) Now the fit for some performance
measures is good. It seems that the value of the ratio gives an appropriate weighted

average of the hazard rate near the origin.

Figure 52: Fitting performance measures, go:= P{Ab}/E[W]
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Independent estimate of the number of agents We also performed experiment
with the independent estimates of n, presented in Subsection 19.2. Again, the ratio

P{Ab}/E[W] was substituted into the QED formulae, instead of go. Although, the results

were very noisy, a reasonable fit was obtained in some cases. See Figure 53, for example.

19.6 Summary of our data analysis

In some of our experiments, we observed a good fit to the theoretical models. For example,
recall Figures 50 and 52. However, several problems and challenges arise that do not
enable us to characterize this data research as definite success. These problems that

deserve further attention are as follows:

e During data collection, the detailed profiles of agents should be added to call-by-call

data. This will enable reliable estimates for the number of agents.
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Probability to abandon (data)

Figure 53: Fitting performance measures, independent estimate of the number
of agents

Retail, P{Ab} Aggregated

0.035

0.03

0.1

0.025

0.021

0.015

Probability to abandon (data: aggregated)

. . . . . . .
0.15 0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04
Probability to abandon (QED: aggregated)

e The influence of the volatile customers’ behavior during the first few seconds of their
wait should be explored. Probably, in addition to the approach from Subsection 19.5,
one could try models with balking.

e The reality of a large modern call center is much more complicated than the M/M/n+G
model. For example, due to the service protocol described in Subsection 19.2, the
FCFS service discipline or work-conservation do not, in general, prevail. Hence,

sometimes more complicated models should be applied.

20 Conclusions of Part IV

Here we summarize our conclusions on the three operational regimes, analyzed in Sections
15-17, and on the relation P{Ab}/E[W] that has been explored in different contexts in

this research.

QED regime. In contrast to the exact M/M/n+G formulae, the QED approximations
can be applied using any software that provides the standard normal distribution (e.g.

Excel). In Subsection 15.2 we observed that these approximations work very well for a
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wide range of M/M/n+G parameters.

Our rule-of-thumb recommendations for the use of QED formulae are the following;:

e Number of servers n from 10’s to 1000’s;
e Agents highly utilized but not overloaded (~90-98%);
e Probability of delay 10-90%;

e Probability to abandon: 3-7% for small n, 1-4% for large n.

Finally, in Section 19, where a large and complicated call center was considered, we

established that some performance measures are approximated well by the QED formulae.

ED regime. These approximations are relatively simple to apply as well, although
they require solving the equation G(z) = v, as well as integration (calculating H(z*)).
Both can be performed either numerically or analytically, depending on the patience

distribution. We suggest to use the ED approximations if:

e Number of servers n > 100. (One can cautiously use n=10’s, if the probability to

abandon is large (>10%).)
e Agents very highly utilized (>95%);
e Probability of delay: more than 85%;

e Probability to abandon: more than 5%.

QD regime. In Subsection 16.2 we observed that, unless wait and abandonment are
very small, the QED approximations are preferable over the QD ones. The QD formulae
should be applied only if the probability of wait is or should be less than 5-10%. (For

example, in emergency call centers.)

Linear P{Ab}/E[W] relation. In the QED and QD operational regimes, the linear
relation P{Ab}/E[W] prevails. Such a relation was also observed for Telesales data of our
US bank, analyzed in Section 19. Summarizing these facts and those established in Part
I11, we conclude that this phenomenon prevails in a very broad context: exact M/M/n+G

performance measures, different approximations and real data.
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Part V
Ongoing and future research

Finally, we outline some directions worthy of further research.

Dimensioning the M /M /n+G queue. In our context, the term dimensioning was
introduced in Borst, Mandelbaum and Reiman [9]. The authors considered an optimiza-
tion problem for the Erlang-C queue, where the goal is to minimize the sum of staffing
costs and waiting costs. In other words, [9] developed a formal framework for the problem
of the quality-efficiency tradeoff, discussed in Subsection 1.1 of the Introduction. It turns
that if the staffing costs are of the same order as the waiting costs, the QED operational
regime optimally arises. Specifically, if ¢ is the hourly cost of an agent, and a is the hourly
cost of customers’ delay, then the asymptotic optimal staffing N* = R+y*(a/c)v/R, where
R is the offered load, and y*(-) is a function that is easily computable.

In addition, [9] considered a constraint satisfaction problem where one chooses the
least number of agents that adheres to a given constraint on waiting cost. It turns out
that different types of constraints give rise to the three operational regimes from Part V.

The ongoing research [53] is dedicated to similar problems for the M/M/n+G queue.
In addition to staffing and waiting costs, abandonment costs arise in this case. For a wide
set of system parameters, a comparison between the asymptotic QED staffing and exact

optimal staffing demonstrates that the two staffing rules are almost identical.

Queues with random arrival rate. In Brown et al. [13] it was shown that the Pois-
son arrival rate in an Israeli call center varies from day to day and its prediction raises
statistical and practical challenges. Therefore, it is very interesting to study queueing
models, where the Poisson arrival rate A is a random variable. (For example, Jongbloed
and Koole [43] concentrate mainly on the case where A is Gamma-distributed.)

If E(A) — oo and its standard deviation is of the order y/E(A), we expect that the
QED operational regime and the square-root staffing rule will arise again. However, if
o(A) is of the order E(A), the “cruder” ED regime seems to be the most appropriate; see
Whitt [75], and Bassamboo, Harrison and Zeevi [5].
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Queues with time-inhomogeneous arrival rates. In the ongoing research of Feld-
man, Mandelbaum, Massey and Whitt [24], a simulation-based algorithm is developed
for staffing time-varying queues with abandonment. The algorithm is designed to achieve
a given constant probability of delay, generalizing the QED operational regime to the

queues with non-homogeneous arrival rates. This work builds on Jennings et al. [42]

Data analysis. Additional studies of customers’ patience in tele-service should be per-
formed. Currently data collection in two large banks in the U.S. and Israel, and in an
Israeli cellular-phone company is in process. In addition to call-by-call data, we hope to

obtain also reliable staffing data, that was lacking in the research in Section 19.

Generally distributed service times: M/G/n+G. In our research, we assumed
exponential service times. However, this assumption seems to not apply for many call
centers. For example, both in the US bank, studied in Section 19, and in the Israeli bank
[13], the lognormal distribution provides an excellent approximation for service times.
Therefore, it is very important to study the M/G/n+G model with generally dis-
tributed service times. However, exact analysis of the M/G/n+G queue seems pro-
hibitively difficult, hence one should probably resort to approximations (see Whitt [70])

and simulation (see Mandelbaum and Schwartz [51]).

M/M/n+G: the queue-length distribution. In this research, we presented approx-
imations for the average wait, average offered wait and, sometimes, for their distributions.
Approximation for the average queue can be always calculated from the average wait via
Little’s formula. However, a different technique should be performed in order to derive
QED approximations of the queue-length distribution. Here one could try to use some
modification of the Distributional Little’s Law [33] or apply the exact M/M /n+G formulae
from Brandt and Brandt [11].

Process-limit results for M/M/n+G. In this thesis, we focused on steady-state
results, both exact and approximate, for many M/M/n+G performance measures. Of

interest are also analogous process-limit results, as in Garnett et al. [29] for Erlang-A.
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Extremal properties of the patience distribution. The research conducted in Part
1T can be continued. For example, we conjecture that, given that average patience is fixed,
the deterministic distribution minimizes the abandonment rates o (recall Subsection 12.3)

for all [ > 0.
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